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Preface

In most current information systems, we observe “too much of everything” – too much
sensing, toomuch processing, toomuch tracking, toomuch reasoning, toomuchmachine
learning, and so on, compared to what we had at the beginning of the millennium. At the
same time, developed information systems are not bringing higher levels of user satisfac-
tion and software failure rates remain high. In our view, an issue then and an issue now
is that developed software remains insufficiently aligned to its enterprise environment;
in tune with this, technology-driven (as opposed to user-centric) software artefacts are
often offered to customers. Here one problem is the suboptimal system behavior from
the perspective of satisfying user needs, while another issue is the limited software fit as
it concerns a broader social context. Therefore business (enterprise) modeling and soft-
ware design need to be adequately aligned in a way that allows sensitivity to the actual
user needs and also to the broader social context. Considering these challenges brings
us together in the BMSD Community – Business Modeling and Software
Design.

This book contains the proceedings of BMSD 2024 (the 14th International Sympo-
sium on Business Modeling and Software Design), held in Luxembourg, Grand Duchy
of Luxembourg, on 1–3 July 2024 (https://www.is-bmsd.org). BMSD is an annual event
that brings together researchers and practitioners interested in enterprise modeling and
its relation to software specification.

Since 2011, we have enjoyed thirteen successful BMSD editions. The first BMSD
edition (2011) took place in Sofia, Bulgaria, and the theme of BMSD 2011 was:
“Business Models and Advanced Software Systems.” The second BMSD edition (2012)
took place in Geneva, Switzerland, with the theme: “From Business Modeling to
Service-Oriented Solutions.” The third BMSD edition (2013) took place in Noordwi-
jkerhout, The Netherlands, and the theme was: “Enterprise Engineering and Software
Generation.” The fourth BMSD edition (2014) took place in Luxembourg, Grand
Duchy of Luxembourg, and the theme was: “Generic Business Modeling Patterns and
Software Re-Use.” The fifth BMSD edition (2015) took place in Milan, Italy, with the
theme: “Toward Adaptable Information Systems.” The sixth BMSD edition (2016) took
place in Rhodes, Greece, and had as theme: “Integrating Data Analytics in Enterprise
Modeling and Software Development.” The seventh BMSD edition (2017) took place in
Barcelona, Spain, and the themewas: “ModelingViewpoints andOverall Consistency.”
The eighth BMSD edition (2018) took place in Vienna, Austria, with the theme:
“Enterprise Engineering and Software Engineering - Processes and Systems for the
Future.” The ninth BMSD edition (2019) took place in Lisbon, Portugal, and the theme
of BMSD 2019 was: “Reflecting Human Authority and Responsibility in Enterprise
Models and Software Specifications”. The tenth BMSD edition (2020) took place in
Berlin, Germany, and the theme of BMSD 2020 was: “Towards Knowledge-Driven
Enterprise Information Systems”. The eleventh BMSD edition (2021) took place in
Sofia, Bulgaria (We got back to where we once started!), and the theme of BMSD 2021

https://www.is-bmsd.org
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was: “Towards Enterprises and Software that are Resilient Against Disruptive Events.”
The twelfth BMSD edition (2022) took place in Fribourg, Switzerland, with the theme:
“Information Systems Engineering and Trust”, and the thirteenth edition (2023) took
place in Utrecht, The Netherlands, with the theme: “Incorporating Context Awareness
in the Design of Information Systems.” The current edition brings BMSD back to
Luxembourg (ten years after BMSD-Luxembourg-2014). BMSD-Luxembourg-2024
marks the 14th EVENT, with the theme: “TOWARDS SOCIALLY RESPONSIBLE
INFORMATION SYSTEMS.”

We are proud to have attracted distinguished guests as keynote lecturers, who are
renowned experts in their fields: Willem-Jan van den Heuvel, Tilburg University,
The Netherlands (2023), Hans-Georg Fill, University of Fribourg, Switzerland (2022),
Manfred Reichert, Ulm University, Germany (2020),MathiasWeske, HPI -University
of Potsdam, Germany (2020), Jose Tribolet, IST - University of Lisbon, Portugal (2019),
Jan Mendling, WU Vienna, Austria (2018), Roy Oberhauser, Aalen University, Ger-
many (2018), Norbert Gronau, University of Potsdam, Germany (2017 and 2021),
Oscar Pastor,Polytechnic University of Valencia, Spain (2017),Alexander Verbraeck,
Delft University of Technology, The Netherlands (2017 and 2021), Paris Avgeriou,
University of Groningen, The Netherlands (2016), Jan Juerjens, University of Koblenz-
Landau, Germany (2016),Mathias Kirchmer, BPM-D, USA (2016),Marijn Janssen,
Delft University of Technology, The Netherlands (2015), Barbara Pernici, Politecnico
di Milano, Italy (2015),Henderik Proper, Public Research Centre Henri Tudor, Grand
Duchy of Luxembourg (2014), Roel Wieringa, University of Twente, The Netherlands
(2014 and 2023),Kecheng Liu, University of Reading, UK (2013),Marco Aiello, Uni-
versity of Groningen, The Netherlands (2013), Leszek Maciaszek, Wroclaw University
of Economics, Poland (2013), Jan L. G. Dietz, Delft University of Technology, The
Netherlands (2012), Ivan Ivanov, SUNY Empire State College, USA (2012), Dimitri
Konstantas, University of Geneva, Switzerland (2012), Marten van Sinderen, Uni-
versity of Twente, The Netherlands (2012), Mehmet Aksit, University of Twente, The
Netherlands (2011), Dimitar Christozov, American University in Bulgaria – Blago-
evgrad, Bulgaria (2011), Bart Nieuwenhuis, University of Twente, The Netherlands
(2011), and Hermann Maurer, Graz University of Technology, Austria (2011).

The high quality of the BMSD 2024 technical program is enhanced by a keynote
lecture delivered by an outstandingDutch scientist:Bert deBrock,University of Gronin-
gen (the title of his lecture is: “Developing Information Systems Accurately”). Next to
that, the presence (physically or distantly) of former BMSD keynote lecturers is much
appreciated: Alexander Verbraeck (2017, 2021), Roy Oberhauser (2018), and Math-
ias Kirchmer (2016). The technical program is further enriched by a panel discussion
(featured by the participation of some of the abovementioned outstanding scientists)
and also by other discussions stimulating community building and facilitating possible
R&D project acquisition initiatives. Those special activities are definitely contributing to
maintaining the event’s high quality and inspiring our steady and motivated Community.

The BMSD’24 Technical Program Committee consists of a Chair and more than
one hundred members from more than thirty countries – all of them competent and
enthusiastic representatives of prestigious organizations.
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In organizing BMSD 2024, we have observed highest ethical standards: We guar-
antee at least two reviews per submitted paper (this assuming reviews of adequate qual-
ity), under the condition that the paper fulfills the BMSD’24 requirements. In assigning
a paper for reviewing, it is our responsibility to provide reviewers that have relevant
expertise. Sticking to a double-blind review process, we guarantee that a reviewer
would not know who the authors of the reviewed paper are (we send anonymized ver-
sions of the papers to the reviewers) and an author would not know who has reviewed
his/her paper. We require that a reviewer respects the reviewed paper and would not
disclose (parts of) its content to third parties before the symposium (and also after the
symposium in case the manuscript gets rejected). We guarantee against conflict of inter-
est by not assigning papers for reviewing by reviewers who are immediate colleagues
of any of the co-authors. In our decisions to accept/reject papers, we guarantee against
any discrimination based on age, gender, race, or religion. As it concerns the EU data
protection standards, we stick to the GDPR requirements.

We have demonstrated for a 14th consecutive year a high quality of papers. We are
proud to have succeeded in establishing and maintaining (for many years already) a high
scientific quality (as it concerns the symposium itself) and a stimulating collaborative
atmosphere; also, our Community is inspired to share ideas and experiences.

As mentioned already, BMSD is essentially leaning toward ENTERPRISE
INFORMATION SYSTEMS (EIS), by considering the MODELING OF ENTER-
PRISES AND BUSINESS PROCESSES as a basis for SPECIFYING SOFTWARE.
Further, in a broader context, BMSD 2024 addresses a large number of EIS-relevant
areas and topics.

BMSD 2024 received 54 paper submissions from which 20 papers were selected for
publication in the symposium proceedings. Of these papers, 13 were selected for a 30-
minute oral presentation (full papers), leading to a full-paper acceptance ratio of 24%
- an indication for our intention to preserve a high-quality forum for the next editions
of the symposium. The BMSD 2024 authors come from: Belgium, Brazil, Bulgaria,
Czechia, Finland, Germany, Luxembourg, Portugal, Spain, The Netherlands, and USA
(listed alphabetically); that makes a total of 11 countries to justify a strong international
presence. Three countries have been represented at all fourteen BMSD editions so far –
Bulgaria, Germany, and The Netherlands – indicating a strong European influence.

Clustering the BMSD’24 papers has been inspiring, opening different perspectives
with regard to the broad challenge of adequately specifying software based on enter-
prise modeling. (a) As it concerns the BMSD’24 Full Papers: some of them are directed
towards BUSINESS PROCESS MANAGEMENT (AND PROCESS MINING) AND
DIGITAL TRANSFORMATION, while others are touching upon BUSINESS CAPA-
BILITY MAPS AND ENTERPRISE DATA MODELS, DECLARATIVE SEMAN-
TICS, the relation between BUSINESS PROCESS MODELS and CONCEPTUAL
MODELS of the software-to-be, as well as the gap between the SOCIAL WORLD of
the business organization and the FORMALWORLD of software development; a paper
addresses the VR-DRIVEN VISUALIZATION OF SOFTWARE DEVELOPMENT,
while other papers consider SMART CONTRACTS, BLOCKCHAIN TECHNOLOGY,
andDIGITALIDENTITYWALLETS; a paper exploresPRIVACYandMONETARIZA-
TION -related issues concerning the so called “BRAIN-COMPUTER INTERFACE”,
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another paper considers DATA ASPECTS IN CYBER-PHYSICAL SYSTEMS (par-
ticularly stressing upon NEURAL NETWORKS), while yet another paper is touching
upon IoT-BASED SOFTWARE with a stress upon FIRMWARE ANALYSIS. (b) As it
concerns the BMSD’24 Short Papers: a paper is touching upon CONTEXT AWARE-
NESS while other papers are directed towards REQUIREMENTS ENGINEERING and
FUNCTIONAL SOFTWARE SPECIFICATIONS; a paper addresses DATA ANALYT-
ICS, while other papers consider the VISUAL-CHARACTERISTICS-BASEDDETEC-
TION OF OBJECTS and GEOLOCATION concerning LOGISTICS; yet another paper
is touching upon DevSecOps (DEVELOPMENT, SECURITY, and OPERATIONS).

BMSD 2024 was organized and sponsored by the Interdisciplinary Institute for
Collaboration and Research on Enterprise Systems and Technology (IICREST ), co-
organized by the University of Luxembourg, and technically co-sponsored by Cesuur
B.V. and Scheer Americas Inc. Cooperating organizations were Aristotle University of
Thessaloniki (AUTH), Delft University of Technology (TU Delft), the Dutch Research
School for Information and Knowledge Systems (SIKS), and AMAKOTA Ltd.

Organizing this interesting and successful symposium required the dedicated efforts
of many people. First, we thank the authors, whose research and development achieve-
ments are recorded here. Next, the Program Committee members each deserve credit
for the diligent and rigorous peer reviewing. Further, appreciating the hospitality of the
University of Luxembourg (UL), we would like to mention the excellent organization
provided by the IICREST team (supported by its logistics partner, AMAKOTA Ltd.) – the
team (words of gratitude to Aglika Bogomilova!) did all the necessary work for deliv-
ering a stimulating and productive event, supported by the UL team. We are grateful to
Coen Suurmond and Alexander Verbraeck for their inspiring support with regard to the
organization of BMSD 2024. We are also grateful to Springer for their willingness to
publish the current proceedings and we would like to especially mention Ralf Gerst-
ner and Christine Reiss, appreciating their professionalism and patience (regarding the
preparation of the symposium proceedings). We are certainly grateful to our keynote
lecturer, Prof. Bert de Brock, for his inspiring contribution and for his taking the time to
synthesize and deliver his talk.

We wish you inspiring reading! We look forward to meeting you next year in Milan,
Italy, for the 15th International Symposium on Business Modeling and Software Design
(BMSD 2025), details of which will be made available on: https://www.is-bmsd.org.

June 2024 Boris Shishkov

https://www.is-bmsd.org
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Analysis of the Strengths of Process Mining
Techniques in the Optimization of Logistics

Processes

Radim Dolak1(B) , Michal Halaska1 , and Jakub Chmelicek2

1 School of Business Administration in Karvina, Silesian University in Opava,
733 40 Karvina, Czechia

{dolak,halaska}@opf.slu.cz
2 Company TP+, 709 00 Ostrava, Czechia

Abstract. The paper analyzes the adequacy and strengths of Process Mining
techniques for logistics process optimization. The theoretical part of the paper
will mention the main benefits of utilizing Process Mining techniques for logis-
tics processes. In this, we refer to related work and analyze theoretical aspects
concerning Process Mining techniques in general and their utilization for logistics
processes. The practical part will be in the form of a case study. It will describe
all necessary steps of Process Mining, such as the acquisition of data, preparing
dataset, importing and analyzing data from a logistics software tool. The primary
goal is to use Process Mining software based on the Disco tool to identify flaws
and potentially improper operations in the chosen logistics process.

Keywords: Process Mining · Logistics · BPM

1 Introduction

The paper deals with analyzing and optimizing logistics processes using Process mining
techniques.

The theoretical part of the paper will aim to define the main benefits of utilizing
Process Mining techniques for logistics processes. There will be also a brief overview
of related already published works on the use of process mining in logistics.

The main objective of the case study, with the help of the process mining software
Disco, is to detect errors and possibly incorrect procedures in the selected logistics
process. This disclosure will allow further possibilities to perform the individual steps
within the process correctly. To do all this, it is necessary to first describe the whole
logistics process and process mining issue. The next step will be optimizing the selected
process obtained from event logs within the IT company TP+ and one logistics interna-
tional company. The case study is based on a master’s thesis called “Logistics process
analysis and optimization design using process mining methods” [8]. The application
of academic knowledge obtained at Silesian University in Opava was paired with the
hands-on experience of a student working as a programmer as part of the thesis writing
process.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
B. Shishkov (Ed.): BMSD 2024, LNBIP 523, pp. 3–15, 2024.
https://doi.org/10.1007/978-3-031-64073-5_1
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http://orcid.org/0000-0003-4836-3508
http://orcid.org/0000-0002-7086-9137
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2 Logistics and Process Mining

Process mining is defined as a relatively young research discipline that sits between
computational intelligence and data mining on the one hand, and process modeling and
analysis on the other hand [1]. The process mining spectrum is a quite broad and extends
far beyond process discovery and conformance checking. Process Mining can help fight
complexity, provide new insights, and support digital transformation. Process mining
aids in discovering process, control, data, organizational, and social structures from event
logs, providing a comprehensive view of underlying processes [6].

Process mining techniques have been increasingly applied in logistics case studies to
analyze and optimize various processes. These techniques offer a data-driven approach to
understanding and improving business processes [4]. ProcessMining applies in logistics
both for the sourcing transport from supplier tomanufacturer as well as for the delivering
transport from manufacturer to customer. Throughput times and on-time deliveries are
of critical importance for customer satisfaction and cost efficiency [16].

Furthermore, process mining can be instrumental in analyzing inter-connected pro-
cesses, such as procurement processes, by providing valuable insights for optimization
[5]. By utilizing process mining bottleneck analysis techniques, logistics practition-
ers can identify and address bottlenecks in processes, leading to enhanced operational
efficiency [4].

Moreover, the application of process mining in logistics case studies has shown
the potential to streamline operations, reduce inefficiencies, and enhance overall per-
formance [17]. By leveraging process mining techniques, logistics organizations can
gain valuable insights from event data to drive process improvements and ensure better
decision-making [2]. Overall, process mining plays a crucial role in logistics case studies
by providing a systematic approach to analyzing and optimizing processes for increased
efficiency and effectiveness.

Process mining has also been acknowledged as a useful method for material move-
ment analysis in warehouse business processes, indicating its relevance in logistics
operation optimization. The integration of process mining with warehouse business
processes allows for the identification of improvement opportunities and the enhance-
ment of overall efficiency [9]. Process mining techniques have been recognized also
for their potential in process management, highlighting further opportunities for their
application in optimizing processes [7]. Real-life processes often exhibit more variabil-
ity than expected, a fact that process mining techniques bring to light, emphasizing the
importance of understanding and adapting to this variability in logistics processes [13].
In the logistics context, the optimization of processes using genetic algorithms and ant
colony optimization has been explored, demonstrating the potential for advanced opti-
mization techniques to enhance logistics operations [18]. Additionally, the application of
data mining technologies in logistics management has been shown to improve customer
satisfaction, enhance the scientific nature of logistics management, and provide strong
support for logistics operations [22]. The integration of process mining techniques with
optimization algorithms and data mining technologies presents a promising avenue for
improving the efficiency and effectiveness of logistics processes in various industries.

Logistics and transportation examples often focus on the efficiency but also fluidity
of their processes. We can find a list of examples of using process mining in logistics
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and transportation published by Fluxicon [10]. There is a collection of process mining
examples case studies such for example:

• Boris Nikolov from Vanderlande applied process mining in logistic process automa-
tion. He validated and optimized test scenarios during some of themost critical phases
of a project - acceptance testing and operational trials [14].

• Marc Gittler and Patrick Greifzu from DHL analyzed the parcel delivery process
based on hundreds of millions of events. They also reduced their audit time by 25%
in comparison to classical data analytics by using process mining to analyze the
quality of their audit process [12].

• Bram Vanschoenwinkel from AE worked with a package delivery company in
Belgium, which processes around 300,000 packages daily [20].

If companies want to optimize logistics processes it is necessary to know the real
process and for this purpose is very beneficial process mining technology. We can find
out many advantages that we can get from using process mining analysis of logistics
activities in companies. There are many software tools for process mining analysis such
as ARIS Process Mining 10, Appian Process Mining, Apromore, Celonis, Disco, IBM
Process Mining, ProM, QPR, UiPath Business Automation Platform or SAP Signavio
Process Intelligence [11].

Using process mining analysis for logistics processes gives essential insights to cut
costs and speed up deliveries. Process mining combines logistics data into one place
and visualizes real logistics processes, increasing the overall transparency of logistics.
Advanced analytics allow companies to focus on the most critical areas of improvement
[15]. Visualization is key to process analysis, allowing companies to easily see where
things go wrong. With process mining, companies will be able to identify inefficiencies
that slow their business down, using up valuable time and resources. It is possible to
streamline shipments, warehousing, and packaging processes [21].

What are the benefits of applying process mining to logistics? With process mining,
logistics teams can: [3].

• Understand logistics processes
• Improve on-time delivery
• Save costs: 40% in warehousing costs
• Discover key regions where payment is on time
• Benchmark and observe the amount of returned goods
• Identify root causes for order changes
• Monitor lead times

3 Case Study: Logistics Process Analysis and Optimization Using
Process Mining Methods

The following case study uses ProcessMining tomap individual processes, identify areas
that take the longest, and then enhance the current process. We will start with a brief
overview of the IT company TP+ s.r.o., and then we will introduce the selected logistics
process. The main part of the case study deals with importing event logs into Disco and
creating a Process mining map. The most important process mining analysis is presented
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with possible optimization of the selected logistics processes such as optimizing the
frequency of activities, time-consuming optimization, or overview of longest-lasting
processes.

3.1 Case Briefing

IT company TP+ s.r.o. has specialized in the delivery of software solutions for forward-
ing, logistics, and transport since its foundation in 1993 [19]. Among the most frequent
clients are small and large freight forwarding, logistics, and transport companies. This
company has been implementing projects focused on IT systems in the field of supplier-
customer relations, especially in the field of logistics. TP+ develops a system for the
distributed organization of consignments with intermediate storage, for the transport of
pallet goods. It also develops a universal freight forwarding system, allowing to orga-
nization of all kinds of road consignments, from data acquisition to invoicing. The best
applications developed by the company include the shipping applications xSped, xRays
and its successor xxRays, xApollo, xLink. Of course, the company also provides a ser-
vice tied to this software. There is also a special tool for the organization of consignments
using a mobile scan, where it develops an application allowing the loading and unload-
ing of individual entities, pieces, and consignments for transport and the recording of
various events for consignments.

3.2 Introducing the Logistics Process

The logistics process is the total life cycle of the shipment, which is recorded from its
creation to its end. The whole life cycle is the process by which the shipment is made at
the manufacturer and delivered to the final destination to the customer. A case in point is
the production of discs for a car, where a product is made at the point of origin, which in
our case is a disc for a car. Once this product is made, the company can order it. At this
point comes the start-up process, when the specific company is approached, for transport
from production site A to the chosen destination B. At the moment this happens, the
first LC status of the shipment is created in the ENT state, which tells us that the activity
has started. This is located at point A, the continuation of which is to get the shipment
to point B. The total process of LC states, which are recorded throughout in the form of
an event from the life-cycle process, is detailed in the following Table 1, which contains
all possible event states that may occur.

The actual implementation of the process is based on the movement of the shipment
from its very creation from loading to unloading. The default information system pro-
cessing these shipments is the xxRays software, which is a desktop application WPF
(Windows Presentation Foundation), which is written in C# and XAML using the.NET
Framework libraries. The xxRays application is a successor to the xRays application,
which was created in the already unsupported and obsolete Microsoft Silverlight plat-
form. In the application, based on the available data in the database, is possible tomonitor
the life cycle of the shipment, which is intertwined with many processes and associated
applications, mainly intertwined with the myTruck application, which is available in the
scanner of every person involved who physically manipulates the shipment from the
storekeeper to the driver. Within this process, there are certain hierarchies in the role
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Table 1. List of life cycle activities.

ID ItemCode ItemValue ID ItemCode ItemValue

1 ENT Entered 26 XIR Xdock IN error

2 SUB Submitted 27 XOR Xdock OUT error

3 VAL Valid 28 DED Delayed departure

4 INV Invalid 29 XMI XDock IN myTRUCK

5 ACC Accepted 30 XMO XDock OUT myTRUCK

6 REJ Rejected 31 AC1 AcceptedToCDC

7 CNC Cancelled 32 AC2 AcceptedToFTL

8 PLG Planning 33 AC3 AcceptedPostoponed

9 PLD Planned 34 TTX Sent to CarO

10 EXE Executed 35 POH Sent to Pohorelice

11 PUL Pickup location 36 ACP Reservoir Pohorelice

12 PUO Pickup OK 37 TTM Sent OST T1 do CarO

13 NPU Not picked up 38 TTR Sent FBR do CarO

14 PUE Picked up – exception 39 ACM Reservoir Mošnov

15 INT In transit 40 LFS Disabling delivery date to LFS

16 XDI XDock IN 41 CON Confirmed

17 XDO XDock OUT 42 TTS Send AVI to CarO

18 DLL Delivery location 43 TTF Send FBR to CarO

19 DLD Delivered 44 TTO Send OST T1 to CarO

20 EDL eDelivered 45 FBO WGP Booked

21 DLE Delivered with exception 46 CNL CDC Unloaded

22 NDL Not Delivered 47 OHD On Hold

23 POD Proof of delivery 48 RFO Ready to Invoice

24 UPD Order Update 49 VDF VDA4987 Error

25 POC Proof of collection

Source: TP+ internal documentation.

of individual LC statuses, which have their own clearly defined procedure. This allows
a company to move from one state to another only in clearly defined conditions. This
means that it is not possible to jump from one LC state to any other LC state, but only
to the set of states that are possible within the previous state. It is not possible to have a
state of unloading the shipment if there is no state of loading the shipment etc.

3.3 Importing Event Logs into Disco

We have used shipment data in the data range of planned loading from 01-11-2021
00:00:00 to 01-12-2021 23:59:56. However, these data are not the input set itself, which
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is used in Disco. The above-mentioned data are used for narrowing the set, to which
we had to download the respective events in the next step, which are the input data for
Disco. In the data range from which we have received the shipments, there were 2778
shipments. These shipments are linked to events about their life-cycle. To the number
of 2778 shipments, 58143 logs were available at the time of data acquisition. After
successful activation and creation of an academic license, we can jump into importing
data. Data into Disco can be exported from different types of files. For this use, it is best
to import data from an XLS file, which we prepared based on the data collected from
the database. At the moment we upload the file to Disco, we will see a desktop where
we will set what data we want to use and assign them their roles.

In this case, it will be set as CaseID my ObjectID field, which contains the shipment
ID, as an activity it will set the ToLCStatus column, which contains the current activity.
Next, we need to set TimeStamp, where we want to use the EventTime column. Still,
since the data was only 91% usable due to bad syntax, so we decided to use the data from
the InsertionDT column, which contains the date and time of the record in the database
and is the same as EventTime, but with better higher accuracy.

To describe the events, there will be just one shipment from the mentioned 2778,
over which it was selected only its events linked to life-event. Each event log contains
the following.

• EventID – unique event code
• EventType – type of event, executed in a process or system
• ObjectID – connection to a unique object 1: N (shipment)
• EventTime – time of events acquisition
• UserID – user ID
• InsertionDT – record creation date
• FromLCStatus – previous state
• ToLCStatus – current state

We can see the structure of the dataset for the import into the Disco tool in the
following Fig. 1.

3.4 Process Mining Map

Disco allows us to perform process mining in a nice design environment, which is
very intuitive and well-processed. After the first import, the processes of all events are
displayed as they follow each other from the start. In the application, this means that we
have activities set to 100% and paths to 0% in the right part of the window, therefore we
see even the least involved activities. This view of the process can be found in Fig. 2,
where we can see all activities, their numbers, and even time-consuming.

Additional options for event exploration are available in other tabs available. These
tabs are the statistical view tab, where the data is displayed within the table. It is also
possible to display in the last tab using the cases. This tab allows the user to view events
from an event perspective, where we can see the percentage of event variants from a
similarity perspective. Based on this view, we can get an interesting overview of the data
being examined.



Analysis of the Strengths of Process Mining Techniques 9

Fig. 1. Dataset for the import into the Disco tool

Disco also allows the user to set any filtering over events that can change the offered
view of the data. This filter offers several options that can be combined. This allows you
to work with the displayed data more efficiently.

Previous representations of the process map of all processes may not always be clear
enough, so it is advisable to display only those activities that occur most frequently. This
is achieved by downloading the percentage of activities to 0 percent in the right part
of Disco and getting a graphical representation of the most used processes, mapped in
order as the shipment proceeds within the process. This representation can be seen in
Fig. 3.

Figure 3 shows that there are two different processes PLG - Planning and CON
- Confirmed within the whole process, which are repeated within the lifetime of the
shipment. We will address this fact during optimization and exploration and try to find
out why these processes are repeated and try to find some other cycling that could be
optimized.

Disco also includes a real-time display option, which allows you to view the progress
of individual shipments in real-time. This allows me to see in real-time how individual
shipments pass between states within time. This display can be manually controlled
within the time axis in the Disco environment. This display allows us to usefully explore
the flowof shipments. By displaying it, we can seewhich parts of the process are themost
time-consuming and which parts of the process occur most frequently. The graphical
display is also very useful for presentation to lay surroundings, who can get an idea of
the progress and flow of the shipment process.
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Fig. 2. Real process map of shipment model
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Fig. 3. Main activities

3.5 Results and Discussion

The most important process mining analysis is presented with possible optimization
of the selected logistics processes such as optimizing the frequency of activities, time-
consuming optimization, or overview of longest-lasting processes.
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Optimizing the Frequency of Activities
As the above problem has already been declared, we would perform an appropriate
optimization over a portion of the activities that are cycling according to the mapping.
In terms of bitrate, this is the creation of duplicates of events that are shown again. This
phenomenon is caused by a bad procedure or an error in the application. Therefore,
it would be advisable to optimize the aforementioned processes PLG – Planning and
CON – Confirmed so that these events are unique within the process. This finding will
help in the further monitoring and elimination of problems that may arise from this
cycling.

Time-Consuming Optimization
The second part of the research was no longer devoted to the actual amount of processes,
but the Disco application was used to display the time-consuming events. Within this
display it was found that when changing the state of XDO – XDock OUT to the state
of TTX – Send to CarO, the time needed for this process is 5.1 days. This time interval
interested us the most, because compared to other large time delays, where in combi-
nation with the frequency of events there is only a negligible amount of shipments. In
selected intervals with this time delay, over a thousand shipments are paused. Therefore,
as an additional possible optimization, it would choose the option of decreasing the time
interval between the state of XDO – XDock OUT and the state of TTX – Send to CarO.

Longest-Lasting Processes
The next analysis that was done was within the long duration of some shipments. For
this discovery, based on the selected filter in Disco, we chose a different set of records.
These are shipments for which the processes were the longest. After setting up the filters,
it was found that these were 15 percent of the cases. As a result of the research itself and
the logistics process of the shipment’s lifecycle, we made the following findings: there
are cycling activities in the logistics process that need to be removed due to improper
procedure, cycling, and writing duplicates to the database.

We can see the Process time-consuming in the following Fig. 4.



Analysis of the Strengths of Process Mining Techniques 13

Fig. 4. Process time-consuming

4 Conclusion

The primary goal of the paper’s theoretical section was to outline the advantages that the
utilization of Process Mining approaches offers many benefits for logistics processes.
We can conclude the adequacy and strengths of Process Mining techniques concerning
logistics process optimization based on the related works and case studies that were
published. Process mining techniques have been increasingly applied in logistics case
studies to analyze and optimize various processes so we can generally considered using
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Process Mining techniques in logistics analysis as relevant because of the increasing
application in this direction.

We have used the Disco software tool for Process Mining analysis in the practical
part in the form of a case study based on the logistics process in the form of the total
life cycle of the shipment, which is recorded from its creation to its end. The whole life
cycle is the process by which the shipment is made at the manufacturer and delivered to
the final destination to the customer. We have managed process analysis that was done
within the long duration of some shipments. We have found that some cycling activities
in the logistics process need to be removed due to improper procedure, cycling, and
writing duplicates to the database. We can conclude that using the Disco tool gives the
potential to produce a variety of process perspectives includingmaps and other previews.
There we could effectively identify ineffective process steps that need to be adjusted.
Hence, Disco is claimed to have important advantages, such as the automatic discovery
of process models (based on imported data), the intuitive process visualization, and the
creation of start and end indicators in process maps.

In our future research, we plan to analyze the possibilities of ERPData Preprocessing
for Process Mining logistics process analysis. This research would involve techniques
for handling ERP data structures, dealing with data quality issues, and integrating data
from multiple ERP modules that are connected with logistics processes.
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Abstract. Digital transformation is a key topic for most organizations, leading to
the development of a “composable enterprise” that adopts seamlessly to changing
business conditions. However, how can this transformation happen without over-
whelming the organization? Process-led digital transformation provides an answer
to this question. It helps to prioritize processes to achieve best value, touch the
process during the transformation the right way and sustains the achieved results.
Process-led transformation helps to standardize, optimize and innovate processes,
as required by the overarching strategy and the related business model.
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1 Process-Led Digital Transformation to Realize the Composable
Enterprise in a Specific Company Context

Most organizations have started their digital transformation journey [1]. The desired
result is more and more often described as a “composable enterprise” that can adjust
seamlessly to changing business conditions [2]. However, how can this transforma-
tion happen without overwhelming the organization? Process-led digital transformation
provides an answer to this question.

In the first section of this article key characteristics of the composable enterprise
are described followed by a short discussion of key challenges in realizing this concept.
Then it is explained how process-led digitalization addresses this situation. The follow-
ing sections walk through the phases of the process-led transformation approach, from
setting the appropriate priorities through design, realization of the digital processes to
the sustainment of the achieved results.

1.1 The Composable Enterprise as Transformation Target

The composable enterprise is a company that is agile, flexible, innovative and effi-
cient through a combination of appropriate information systems and a decentralized
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process-oriented organizational structure [2]. This concept was initially introduced by
the industry-analyst Gartner Group with a focus on the digital technologies involved [3].
Scheer added the organizational component and expanded the overall integrated vision.
A composable enterprise componentizes its business process and technology capabil-
ities. This allows to quickly assemble components to new processes with appropriate
information technology (IT) support as response to a changing business environment.

Core of the technology architecture is the move from large mega software systems
to smaller software components, referred to as Packaged Business Capabilities, and an
ApplicationComposition Platform supporting a no or low code developed of the business
capabilities aswell as the required integration andworkflowcapabilities [2]. This allows a
fast adjustment to changing market conditions and related technology requirements. The
organizational structure is process-oriented to achieve the desired agile and flexibility
as well as the focus towards the market. A Shared Services organization supports the
decentralized product units to enable the desired resource efficiency. The product units
are organized in end-to-end processes so they can adjust quickly and deliver best value
to clients [2].

The described key components of the Composable Enterprise are visualized in Fig. 1
[2]. In the next section we briefly discuss key challenges to realize this vision.

Fig. 1. Key Components of the Composable Enterprise [2]

1.2 The Challenge Realizing the Composable Enterprise

Moving toward the Composable Enterprise means a company-wide transformation.
According to Scheer, this is realized through an approach structured in 8 phases [2]:

1. Enterprise Analysis
2. Innovation and Business Model
3. Composable Process and Enterprise Architecture
4. Application Composition Platform
5. Development and Implementation
6. Execution
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7. Insights through Mining
8. Improvement Actions

In the Enterprise Analysis stage, the fundamental needs for the transformation are
determined based on client, partner, supplier and other market requirements. On this
basis, the strategic innovation requirements are defined, and an appropriate business
model is defined. The process and enterprise architecture define how the business model
is realized, aligning business process flows and related technology components. Entrance
point into the process hierarchy is the operating model, identifying the processes nec-
essary to realize the business model. Key for the realization of the processes is the
Composition Platform. It allows the low or no-code development and implementation of
the re-usable business capabilities; hence, the required software components as well as
their integration and use in the process flow are based on appropriate data models. After
the implementation of a process type, specific process instances are executed based on
the process design and the underlying technology infrastructure. The ongoing process
execution is controlled using the insights from process mining systems providing the
necessary performance and conformance information. This allows the definition of nec-
essary improvement actions. These can be either executed though the different end-users
or in focused improvement projects if larger changes are required. Steps 3 to 8 form the
ongoing business process lifecycle.

Going through this entire approach for all business processes of an enterprise is
in most cases not practical since it may overwhelm the company. Many organizations
avoid “boiling the ocean” and look for a more focused incremental approach, realizing
the overall vision and strategy in manageable steps [4]. Scheer recognizes this and
gives hints how to address this situation, for example by starting with one product unit
[2]. However, even transforming an entire product unit can be too challenging for a
Company. The transformation has to be organized in smaller steps. These steps can be
defined in form of a process-oriented approach, allowing the incremental realization of
the Composable Enterprise. Process-led digital transformation specifies how individual
business processes can be prioritized and put in place, targeting best value while still
working towards the overall vision of the composable enterprise [5, 6].

The journey towards the Composable Enterprise on a process-by-process basis can
be further simplified by providing guidance for the process design. This makes it easier
to “touch” processes the required way. It helps to minimize resource and related budget
needs for the transformation initiative. Companies can avoid “re-inventing the wheel”
since they benefit from existing experiences and good practices. Therefore Process-
led Digital Transformation defines how to apply different design paradigms within the
overall approach to realize the Composable Enterprise.

Process-led digital Transformation builds on the vision developed in phases 1 and 2
of the overall approach defined by Scheer [2] to ensure that all process transformation
and improvement initiatives are aligned and realize the overall strategy. It guides through
key steps of the transformation journey and specifics of the phases 3 to 8 of the overall
approach further from a business point of view.
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1.3 Process-Led Digital Transformation to Organize the Journey

Process-led Digital Transformation structures the overall enterprise-transformation into
smaller initiatives, aligned with the specific company context. It starts with a prioriti-
zation of processes identified through the operating model and the underlying process
hierarchy. Hence, it uses the results of phases 1 and 2 of Scheer’s approach as a starting
point to set realization priorities for the following phases. It delivers a roadmap to guide
the transformation considering available resources. The process design approach distin-
guishes standardization, optimization and innovation. Hence, it defines how to touch the
processes to make them a component of the future Composable Enterprise while deliv-
ering immediate value. The process design lays then the foundation for technology and
people-based implementation of the processes and the definition of a governance struc-
ture to realize the expected value and initiate further change initiatives when required.
Design and Realize address phases 3 through 5 of the Scheer’s approach. Phases 6 and
7 are specified in the Sustain step.

The approach of Process-ledDigital Transformation is shown inFig. 2. The following
sections discuss key components of this approach.

Fig. 2. Process-led Digital Transformation Approach

The approach for Process-led Digital Transformation combines the general phases
to realize the Composable Enterprise with the appropriate elements of Value-driven
Business Process Management to operationalize the approach further [4, 7]. It focuses
transformation activities on business outcomes to deliver short-term value while real-
izing the long-term vision of the composable enterprise. It uses the business process
management capabilities to derive value systematically [8].

2 Prioritize

The incremental transformation requires a systematic prioritization approach to identify
the processes that deliver best value to the organizations through the digitalization ini-
tiatives. The prioritization and selection of business processes for the digitalization is
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based on the Targeting Value approach of Value-driven Process Management [9]. It uses
the overall enterprise analysis, business model and operating model as starting point.
This provides the understanding of the company context and the end-to-end processes.
These processes are then evaluated based on their impact on the company strategy and
their maturity level. High impact low maturity processes are best candidates for the
immediate transformation initiatives They help most realizing the strategic goals of the
company. The short, mid and long-term transformation initiatives are then defined in the
transformation roadmap, outlining the journey towards the Composable Enterprise.

2.1 Understand the Context

The operating model of a company identifies the top level then end-to-end business
processes. It normally consists of 8 to 12 processes [4]. This is the first level of the
process hierarchy, either delivered through pre-work to prepare for the Composable
Enterprise or defined as starting point for the prioritization exercise. Depending on the
size of the organization and the differences between products, the operating model may
have to be defined in two steps: Level 0 identifies the end-to-end processes per product
unit aswell as the support service processes, level 1 ten details the product unit processes.
Figure 3 shows an example for the definition of an operating model for a technology
manufacturing company with one main product line.

The operating model is then decomposed until level 3 where the whole organization
is described through 150–200 processes [4]. This level has proven the best level of detail
for the prioritization of processes. It is detailed enough to allow the identification of
specific high impact processes but still high level enough to avoid getting lost in details.
It provides the necessary end-to-end context while allowing to focus on what matters
most. Figure 4 illustrates the hierarchical decomposition.

The level 3 processes are evaluated to set appropriate priorities based on the strategy
of the organization and the overall goals for the Composable Enterprise. This is done
through a process impact assessment.

2.2 Target Value

The business strategy is operationalized through a value-driver tree. It identifies the
overall company priorities, decomposes those into goals that are then further specified
throughmeasurable value-drivers.Value-drivers describe the 8–12operational objectives
an organization has to get right to deliver on its strategy. These value-drivers are used to
evaluate the impact of the difference level 3 processes. Figure 5 shows an excerpt of a
sample value-driver tree.

In a next step, the impact of each level 3 process on each value-driver is defined.
This can be done through a detailed formal analysis or through stakeholder interviews.
In practice, stakeholder interviews have proven to be efficient and sufficiently accurate.
The total of the individual impacts of a process on each value-driver represents the
overall process impact. This allows to identify the 15–20% of the high impact processes
of an organization. These processes are most important for the strategy execution of the
company and are therefore prime transformation targets. The process impact assessment
is visualized in Fig. 6.
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Fig. 3. Example of an Operating Model for Technology Manufacturing Company

Fig. 4. Hierarchical Decomposition of Operating Model to prepare for Prioritization Activities

Then a process maturity assessment determines how well a process is currently
executed. High impact low maturity processes are the first transformation targets since
the initiatives will deliver best value for the overall strategy.

Some of the 80%+ commodity processes may be included in a first transformation
steps, for example when they are on a very low maturity level. This maturity assessment
can be also conducted through stakeholder interviews or the use of process management
tools, especially analytics tools.



22 M. Kirchmer

Fig. 5. Example of a Value-driver Tree

Fig. 6. Example of a Process Impact Assessment

2.3 Define the Transformation Roadmap

Once impact and maturity of the level 3 business processes is identified, specific trans-
formation projects or “work packages” can be defined, reflecting those process priori-
ties. Therefore, the transformation effort of potential process transformation options is
roughly estimated. The processes are then segmented into transformation waves, reflect-
ing the company’s capabilities to address digital transformation projects from a resource
and budget point of view. Figure 7 shows an example of such a transformation roadmap.

The transformation initiatives in wave 1 are directly started, wave 2 are planned
initiatives. Future, less specifically defined initiatives, are part of wave 3 that serves as
“parking lot” for the digitalization activities that will be evaluated further at a later point
of time. This leads to a rolling adjustment of the transformation roadmap.



Process-Led Digital Transformation 23

Fig. 7. Example of a Transformation Roadmap

3 Design

The to-be design of the processes in scope lays the foundation for the realizing the
expected value from the digitalization. The design reflects the business impact of the
digital technologies defined in the enterprise architecture or helps to identify additional
technology support. In most cases, the capturing of as-is processes and their analysis is
required as input for the design and to develop or validate the business case as well as
prepare the people change management.

The process design documented in process models becomes a key asset for an orga-
nization. Since many digital technologies are delivered through the cloud [10], the assets
that stay in the company are the resulting business processes [11]. These process assets
are produced as side-effect of a process-led digital transformation and housed in process
repositories enabling the simple and effective re-use.

Depending on the transformation goals and the company specific context, the process
design is used to standardize, optimize or innovate processes. An organization defines
which design paradigm to choose to achieve the defined objectives. The following dis-
cussion helps to understand the key options as basis for the decision. This helps to
streamline the journey towards the Composable Enterprise.

The process design leverages the ARIS framework developed by Scheer to ensure a
systematic approach [12] and address all aspects of a process. It outlines key components
of a business process and their relations, as shown in Fig. 8 [11].

Each component of the business process can be described on the business level
and the information technology level, addressing the digital realization of the process
components.

Main modelling method is the industry standard BPMN [13]. This allows a process
description of business level by using a small subset of the method as well as a further
specification on IT level to drive the configuration of the composition platform and the
development of the business capabilities as well as their integration.
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Fig. 8. ARIS Framework [12]

The core process models in BMN are complemented though information models
addressing individual ARIS views, such as data models. This allows addressing aspects
that cannot sufficiently described in BPMN.

3.1 Identify the Design Approach

The decision if the initial transformation is about standardization, optimization, innova-
tion or a combination of approaches depends on the specific objectives of the organiza-
tion. The overall approach how to “touch” the process must be defined before moving
into the process design.

Inmany cases, startingwith a standardization initiative is beneficial since it simplifies
the digital transformationwhile delivering initial benefits, such as agility or the reduction
of IT maintenance cost [14]. Typical examples that trigger a standardization are the
following:

• Consistent customer experience across business units
• Compliance requirements
• Reduction of IT maintenance cost through system consolidation
• Simplify company-wide future adjustments of processes

Basis for the standard could be good existing practices or processes based on existing
business capabilities provided through the composition platform. The standardization
initiative is often followed by a further optimization project to realize the full potential
of the digitalization.

High impact processes with a low maturity level may justify starting with optimiza-
tion activities before standardizing across locations or even different business units.
Typical triggers for a start with optimization are the following:

• Efficiency improvements, especially cost and cycle time reductions
• Quality improvements, e.g. increase of service level or reduction of rework
• Increased scalability
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The optimized process can be used as a reference model for a potentially following
standardization.

Disruptive changes through new business models and corresponding operating mod-
els may require new or significantly changed processes, delivered through appropri-
ate process innovation [15]. Business process innovation is often triggered through the
following topics:

• Business model changes that require new high impact processes, e.g. to support new
products, markets, channels or address new competition.

• Market changes that require new or significantly enhanced processes.

If this innovation is relevant for different areas in the organization, a standardization
initiative can be used to drive the roll-out of the new processes.

3.2 Standardize

Process standardization [14] can be used to support the creation of central services
through a shared service organization, create consistent practices across different loca-
tions of a product unit or even to leverage synergies between product units. Hence, the
standard processes may occur only once on corporate level or multiple time in different
business areas.

Process standardization focuses on identifying a standard that addresses the defined
goals while minimizing performance reductions through its roll-out. Process simulation
can be used to clarify the standardization impact.

Many standardized processes still require variations to reflect specific needs, for
example due to different legal regulations in locations of international companies or
product specifics. The level of detail of the definition of the standard determines the
degree of freedom in applying the standard. In some processes this freedom may be
minimal to enforce compliance requirements, in others larger, for example to manage
customer relationships in a specific cultural context. The level of abstraction defines how
a standard process is executed, which specific digital technologies are used. It could,
for example, request the re-use of defined business capabilities, hence existing software
modules, and a specific composition platform or the leverage of a defined ERP systems.
The process standardization approach [15] is illustrated in Fig. 9.

Standardization is accelerated through the use of process reference modes. They
reflect, for example, the impact of digital technologies or industry best and common
practices. Those models can be company specific or procured externally, for example,
from consulting companies or industry organizations [11, 16].

Amajor technologymanufacturer, for example, was able to standardize the processes
of five locations managing technical aspects of customer orders based on existing good
practices and related application software. This resulted in reduced cycle by over 30%,
a consistent customer experience and higher agility for process adjustments.

Process standardization can be considered a specific form of optimization. Improve-
ments are mainly achieved through the consistent execution of a group of processes
instead of best performance of one single process.
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Fig. 9. Process Standardization Considerations

3.3 Optimize

The term “optimization” is commonly used, however, slightly misleading since it is in
a process improvement context difficult to define what an optimum is. In the context
of process-led digitalization the term is used to refer to an improvement of an existing
process that is consistent with the defined goals. The optimization starts with capturing
existing processes, goes through a thorough analysis to identify the improvement oppor-
tunities and defines the to-be state realizing those improvements. The ARIS framework
can be used to identify possible improvements systematically by identifying opportu-
nities regarding all views on a business process [11]. The to-be processes leverage the
identified digital technologies, such as the composition platform or existing and planned
software business capabilities. The to-be design can be accelerated leveraging process
reference models as starting point [16]. Those models are then modified to address the
improvement opportunities.

The effects of improvements are validated through thorough process simulation, in
general of different alternative process scenarios. An insurance company, for example,
found, that the automation of their underwriter process using a no-code platform and
developing appropriate business capabilitieswould reduce cost by over 40%and increase
scalability by a factor 9.

Another insurance companydiscovered through simulation of different scenarios that
the cost related to placement and policy servicing can be reduced by over 50%. It was also
determined through the simulation that over 60% of the required business capabilities
for the automation are already available through their composition platform and that
most of the additional capabilities were already in the plan for upcoming development
projects. Hence, the process-led digitalization delivers significant value – and moves the
company towards the Composable Enterprise. The simulation results are illustrated in
Fig. 10.

3.4 Innovate

Process innovation can be achieved by leveraging a design thinking approach. Using
process management techniques this approach is operationalized [15]. Stakeholder jour-
ney maps provide an outside in view on processes, reference models are used to transfer
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Fig. 10. Simulation for Placement / Policy Servicing – leveraging existing Business Capabilities

practice from one sector into another, and the evaluation of different process scenarios
enables an agile realization approach. The operating model and related process hierar-
chy provides the context for supporting story telling about the impact of the innovation.
These components of an innovation initiative are shown in Fig. 11.

Fig. 11. Applying Design Thinking for Process Innovation

The process scenarios provide the opportunity to check the business impact of new
technologies. Artificial Intelligence (AI), for example, can be brought in the context of
a business process. This enables the validation of the business impact of AI [17].

A biologics company used elements of this approach to reduce their document related
compliance issues by over 90% through the roll-out of new simple digital checking tools.
This process innovation is inmost cases applied in product specific high impact processes
that are important for the competitive positioning of an organization.
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4 Realize and Sustain

The design of the process types is the foundation for their implementation, execution
and control of specific process instances. We discuss this implementation briefly from
a business point of view since the technology side is outlined in the overall approach
[2]. Details are technology specific or covered through existing project management
approaches. Appropriate process governance is required to sustain achieved results and
leverage the agility and flexibility achieved through the digital technologies, especially
the Composable Enterprise.

4.1 Implement

The to-be design is used as guideline for the configuration, development and integration
of the required software components, leveraging the technology and software informa-
tion of the enterprise architecture [2]. This addresses specifically the use of the compo-
sition platform, available business capabilities and, if applicable, integration of external
systems, such as ERP packages. It provides the top-level requirements for the devel-
opment of new business capabilities which can be delivered either through business
departments in case of simpler adjustments or a specialized IT department. The out-
lined process control flow helps to identify the integration requirements. The required
integration of various software components is in many cases a key challenge requiring
sophisticated capabilities of the platform.

The same process design is used to drive the people change management, ensuring
the alignment of people and technology capabilities [4, 11]. The to-be processes provide
the basis for the necessary information, communication and training activities. The
identification of the differences between as-is and to be processes is an indicator for
the significance of the change, hence, helps to prepare for the right degree of change
management. This process-led change management approach helps to create culture of
cross-departmental collaboration and the focus on value to external and internal clients.

This approach for integrated technology configuration and development as well as
people change management is visualized in Fig. 12.

4.2 Govern

Process governance organizes the ongoingmanagement of the business process to realize
the expected value and trigger new improvement or transformation initiatives in case of
changes in the business environment [4, 18]. Hence, appropriate governance helps to
benefit from the agility and flexibility that the Composable Enterprise provides.

At the core of the governance approach is the definition of the process ownership and
related accountabilities. To make this work, the process related goals and how they are
measured is defined.Appropriate knowledge about the process and the necessary insights
enables fast well-informed decisions and related actions. The process governance is
guided through the process definition in the operating model and the strategic priorities,
reflected in the enterprise-wide value-drivers.
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Fig. 12. Integrated Technology Implementation and People Change Management

The governance approach is realized through and overall governance model and the
related detailed governance processes. Figure 13 shows an example of a governance
model for a mid-sized biologics company.

The dynamic of today’s business environment and the related agility of the Com-
posable Enterprise require a digitalization of the governance processes themselves [18].
Process modelling and repository tools as well as mining applications for performance
and conformance management play a key role. These tools are used to support the
governance processes that are defined as component of the overall process of process
management.

Fig. 13. Example of an overall Process Governance Model
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5 Continue to Enhance the Journey

Process-led Digital Transformation or components of the approach have been applied
in numerous successful initiatives in practice. The approach allows a controlled way to
transform the enterprisewithout overwhelming the organization. The process-orientation
enables a consequent focus on business value. To continue to enhance the transformation
journey more research is required, for example in the following areas:

• Value-driven use of Artificial Intelligence (AI) for the approach itself, for exam-
ple through intelligent modelling or mining tools, as well as an enabler of process
innovation for operational business processes.

• The transition from defining new disruptive business model into am appropriate
operating model and the underlying process hierarchy.

• Aligning the governance of various processes to an overall governance approach the
realizes the required agility and flexibility systematically.

Process-led digitalization enables ambitious but pragmatic company transformation.
It paves the way to the Composable Enterprise.
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Abstract. Value Streams with supporting Capability Maps are a pop-
ular trend in modern enterprise architecture design. However, the exist-
ing definition of a capability as a collection of selected functionality is
imprecise and often results in unmanageable capabilities and capability
maps. Conceptual and process models, which are traditionally used to
select functionality for system modules are considered too detailed at
the strategic level, where capabilities are represented. This paper defines
requirements and constraints for manageable capabilities and capability
maps. The paper also proposes a method for the design of manageable
capabilities and capability maps. This method employs the definition of
requirements and constraints, as well as protocol modeling, to achieve
this goal. Protocol models of capabilities are defined at the level of busi-
ness objects and functionality chunks. The composition technique inher-
ent to protocol modeling allows for the seamless movement of business
objects and functional chunks between capabilities, thus facilitating the
design of a manageable capability map. Furthermore, all protocol mod-
els of capabilities and capability maps can be simulated. The simulation
process enables the identification of unmanageable and missing capabil-
ities within a capability map. The proposed method can be employed as
a reference for the design of manageable capability maps.

Keywords: Enterprise Modeling · Value Streams · Design a
Manageable Capability Map · Protocol Models · Simulation as Mental
Management

1 Introduction

Modeling techniques and design trends reflect the needs of the changing world.
When enterprises were relatively small, focused on production, and seen as

machines [1], the design methods for values and enterprise architectures reflected
the internal values of efficient production processes [29].

As enterprises started to collect finances from different shareholders, got man-
agement teams and started to be seen as organisms [1], the design methods for
values and enterprise architectures were focused on efficient communication pro-
cesses of subsystems of organismic enterprises [3] and on economic values [6].
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Modern enterprises are globally dispersed groups and institutions often called
social systems [17], and they are global not only in terms of global market,
but also in covering different domains. Enterprises as social systems provide
many economic and non-economic values to different categories of customers.
For example, the Starbucks not only sells coffee, but also selects producers and
monitors their production process to ensure that the production is nature and
worker friendly. Information about the monitoring of the coffee bean production
is displayed in all Starbucks stores and on every cup of coffee, with the goal
of building reputation among different groups of customers. Another example
is Warby Parker, which not only produces eyeglasses, but also contacts medical
institutions to find out the needs of patients, produces extra glasses and “donates
a pair of eyeglasses to someone in need for every pair sold” [21]. So the new pair
of glasses is one value, and the donation is another value to the customers.

Enterprise modeling techniques for social enterprises should be able to assess
the ability of an enterprise to cover different domains and deliver the value asso-
ciated with each domain covered. Therefore, the trend in enterprise architecture
modeling is to build enterprise architectures based on value streams and on the
business capabilities that support them.

Although the idea of such enterprise architectures has been proposed, and
capabilities have been drawn as modules of such architectures, the requirements
for the selection of functionality for the capability modules and the constraints
for the communication of capability modules have not been defined. Without
these definitions, a capability can be designed in many different ways.

This paper proposes

– The requirements for designing of capabilities and the constraints for the
communicating of capabilities in a capability map to achieve manageable
capabilities and the capability map;

– A modeling method that uses these requirements and constraints and the
protocol modeling approach [12] for designing capabilities in a capability-
based enterprise architecture.

The requirements and constraints are derived from the needs of enterprise archi-
tects of modern social enterprises.

The protocol modeling approach was chosen because it has a unique built-
in composition operator that allows the free movement of business functions,
business objects, and behaviors when composing and decomposing them into
modules. This is in contrast to the conceptual and process models, which have
a well-known problem called the tyranny of the dominant decomposition [4]
that restricts the composition and decomposition of business functions, business
objects, and behaviors.

Section 2 reviews the existing definitions and frameworks for designing value
streams and capability maps for modern social enterprises.

Section 3 derives the requirements for a capability and the constraints on
the communication of capabilities for an enterprise. The combination of require-
ments and constraints results in the definition of a manageable capability. Then,
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the semantic advantages of protocol modeling are presented and a method for
designing value streams and manageable capabilities is proposed.

Section 4 illustrates the proposed method with a case study.
Section 5 concludes the paper with a reference to the classification of value

streams and capabilities in an enterprise and the future application of the pro-
posed method for their modeling.

2 Status of Value Stream and Capability Map Design

The terms “value” and “capability” are used differently in many approaches. We
focus on the definition proposed in standards for modern social enterprises.

2.1 Definitions

The TOGAF standard emphasizes that “within the context of business architec-
ture, it is important to think of value in the most general sense of usefulness,
advantage, benefit, or desirability, rather than the relatively narrow accounting
or financial perspective that defines value as being the material or monetary
worth of something” [20].

Value streams “are represented by value stream stages, each of which cre-
ates and adds incremental stakeholder value from one stage to the next.... A key
principle of value streams is that value is always defined from the perspective of
the stakeholder, the customer, end-user, or recipient of the product, service, or
deliverable produced by the work” [20].

“Capability is an ability and capacity of an enterprise to deliver value, either
to customers or to shareholders, right beneath the business strategy” [20].

The TOGAF R© Series Guide Value Streams [19] presents an example of a
value stream and the mapping of value stages to capabilities. It states: “Creat-
ing value streams and mapping them to business capabilities should not require
going down to operational levels of detail. That is normally the domain of busi-
ness process design. The operational level of detail can be derived from the
value streams but that detail does not usually provide the overall, end-to-end
perspective that is needed for strategy-level discussions and analysis” [19].

Although the need for an end-to-end perspective is accepted [10,27,28], the
statement that “creating value streams and mapping them to business capabili-
ties should not require going down to operational levels of detail” is not shared
by practitioners. Without some level of detail, the mapping of value streams to
capabilities often splits the functional chunks that should be performed in the
same capability. The separation of some functional chunks into different capabil-
ities can result in an architecture that is difficult to change and plan resources
for. In addition, the mapping of value streams to capabilities, designed from a
purely strategic perspective, is often incomplete, i.e. some capabilities required
by value stages are missing. Incomplete mapping leads to planning errors. This
means that the mapping of value streams to capabilities should be modeled at a
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level of detail that reveals when functional chunks are incorrectly separated and
shows why one separation is manageable and another is not.

The need for a certain level of detail in the design of capabilities is supported
by the research of Wißotzki and SandKuhl [28]. They conducted “an analysis
and discussion of the literature on capabilities in EAM (Enterprise Architecture
Modeling)” and proposed “a conceptualization of EAM capability”. The authors
have found that “the notion of capability is related to the notions of resource,
business, goal, enterprise context, process(activity), knowledge, actor(role)” [28].
The authors identified the subtypes of external and internal capabilities. Exter-
nal capabilities are dynamic and innovative. They include the development and
delivery of both new products and services. Internal capabilities are divided into
core business (“enabling and supplemental”) and IT capabilities. The authors
refer to their subtypes as “combinable”, but they do not present a methodology
for combining (or separating) capabilities.

The Object Management Group (OMG) proposed the Value Delivery Mod-
eling Language (VDML) to standardize business object names used to model
value streams. VDML proposes value stream diagrams as activity diagrams that
label the arrows between activities with a deliverable object that flows. Rep-
resenting value stream stages through activities and processes contradicts the
TOGAF definition of value streams. This is because value streams are meant to
be measured, and measurement is only possible in states.

2.2 Frameworks

Some enterprise modeling frameworks attempt to incorporate the concepts of
value, value stream, and capability.

The 4EM framework [5,11,24] proposed a meta-model that relates capabili-
ties to goal, process, and concept models. Such a set of models is traditionally
used in enterprise modeling. “Process is a series of actions that are performed
in order to achieve particular result. A process supports Goals and has input
and produces output in terms of information and/or material. When initiated,
a process consumes resources. A process describes the actions that need to be
performed to deliver a capability” [5]. However, concept diagrams represent all
states of modeled business objects, not the states of objects before and after a
process in a process diagram. In addition, the well-known modeling phenomenon,
called the tyranny of the dominant decomposition, indicates that there are always
scattered and tangled functional chunks (also called aspects) that cannot be sep-
arated in process diagrams and objects [4]. The 4EM does not provide a method
to guide the selection of functional chunks for each capability.

The need to model values and relate them to other enterprise views has led to
a formal transformation of the e3value approach [9] into ArchiMate [25] via the
DEMO framework [8]. The use of transaction rules makes it possible to separate
the functional chunks and to sort them into capabilities. Nevertheless, further
work is required to provide guidance on the selection of transaction rules for
each capability and each value stage.
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Our review shows that the useful semantics for capability design are still
being sought, and that the methods of capability design are still evolving. This
paper is a contribution to that search.

3 Method for Designing Value Streams and Capability
Maps Using Protocol Modeling

3.1 Manageable Capability Map

To design an enterprise architecture consisting of value streams and capability
maps, it is necessary to define the requirements for the capabilities as modules of
this architecture and to define constraints on their communication. The require-
ments are derived from the needs of modern social enterprises to cover many
domains, to plan the resources and the responsible roles for each capability, and
to ensure that any problem in delivering a value in the designed value stream
can be localized in a capability module.

Given that, each value in a value stream and the corresponding capability
module covers a different domain, it is essential that the capability modules have
as few dependencies as possible.

From the design point of view, the functionality chunks formulated for capa-
bilities can be seen as functions of a life cycle of a business object (from the
set: create, read, update, delete) or other functional aspects like different checks
and derivations. So, we formulate the requirements and constraints in terms of
functions of life cycles of business objects and other functional aspects.

Requirements for capability design: All life cycle functions of a business object
used in a capability map should be placed in one single capability. A capability
module can contain several closely related business objects and their life cycle
functions. A capability module can include repeated functional aspects into busi-
ness modules.

Constraint on communication of capabilities in a capability map: The business
objects placed in one capability module of the capability map can only read the
state and attribute values of business objects in another capability module, but
cannot change them.

A capability map is considered manageable if it meets the requirements for capa-
bility design and the constraint on communication of capabilities in the capabil-
ity map.

A capability map that meets the formulated requirements and the constraint
is manageable because it allows for the assignment of roles and resources to a
capability. The roles and resources will control the business objects included in
the capability and will not depend on business objects of other capabilities and
the roles and resources assigned to them. The requirements and the constraint
enable the localization of business problems and changes to capabilities in an
enterprise that implements such a capability map.
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3.2 Protocol Modeling

Protocol model [14] contains all the necessary modeling elements for capability
modeling: actions (event structures that model transferred data), objects, and
object states. Protocol modeling combines concept and action diagrams in one
notation and enriches them with object states.

In addition, protocol models have the semantics of derived states, which are
used to separate chunks of functionality called mixins [16]. A mixin is not neces-
sarily a complete behavior of an object, but it is a functional chunk recognized
at the business level.

Functional chunks modeled as objects or mixins are called protocol machines.
Protocol machines are protocol models and they can be combined in submodels
with in the protocol model.

The protocol machines and combined submodels are uniformly composed by
the rules of CSP-parallel composition, which are part of the protocol modeling
semantics. The rules of CSP-parallel composition state that (1) an event can
be recognized by several objects; (2) only if all objects that recognize an event
are ready to accept the event, the event can proceed. Otherwise, the event is
refused [12].

Protocol models are executable for testing the reachability of the states.
There is a tool ModelScope that supports the execution of a protocol [13].

Protocol modeling has been used for modeling in various domains [15] and
the models remains at the business level. For example, a protocol model for a
crisis management system [2], a reference model for a service level agreement
in the domain of information sharing services [7], a protocol model for health
insurance business [26], a reference model for measurement and analysis with
KPIs [23], and a reference model for privacy control capabilities [22].

This paper demonstrates the use of protocol modeling in the design of value
streams and supporting capabilities.

3.3 Method Description

Given the semantic benefits of protocol modeling for separation and composition
of business objects life cycle functions and other functional aspects, we propose
a method for designing value streams and capability maps.

1. The first version of a value stream map and a capability map is proposed.
2. The capabilities of the capability map are modeled as protocols. The set of

protocol models of capabilities is already a protocol model of the capability
map (because of the CSP-parallel composition of protocol models of capabil-
ities).

3. The protocol models are simulated. Since the protocol models are composed
(semantics of the CSP-parallel composition), both each protocol model of a
capability and the composition of selected capabilities can be simulated for
resource planning, manageability checking, correction, and completion.
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(a) If the life cycle events of a business object are handled by different capa-
bilities, the chunks of functionality for that business object are moved
into one capability. Go to (2)

(b) If there are chunks of functionality that belong to undefined business
objects, the missing capability is added and new business objects and all
their behaviors are placed into this added capability. Go to (2)

(c) If the new business objects add a value stage to a value stream, the value
stream sequence is redrawn to include the new value stage. Go to (2)

(d) If the simulation of the protocol model of the capability map allows each
assigned actor (role) to perform the necessary life cycle events (from the
set: create, retrieve, modify and delete) for each business object placed
in the capability, and if business objects of one capability only read the
state and do not change the objects of other capabilities, the capability
model is manageable.

4. The new, manageable version of the capability map is redrawn from the pro-
tocol model. The corrected capabilities are abstracted one-to-one from the
corrected protocol model, resulting in a new capability map.

The next section presents a method application case study. It demonstrates
how to identify unmanageable capabilities using protocol models, how to identify
missing capabilities, and how to make capabilities and capability maps manage-
able.

4 Value Stream and Capability Model
from Unmanageable to Manageable

4.1 The First Version of a Value Stream and Capability Map Is
Proposed

Figure 1 shows a value stream of a health insurance business. The value stream
and the capabilities are proposed based on the information provided by the
business developers in a previous project, as referenced in [26]. The value stream
provided to customers by the health insurance business contains three value
stages: V1: Insurance Product, V2: Insurance Policy, and V3: Claim Handling
(Fig. 1).

The value stream is mapped to capabilities.

– The capability “C1:To define an Insurance Product” is mapped to the value
stage “V1: Insurance Product”. C1 is refined to smaller capabilities. Namely,
“To create a medical procedure”, “To create a group of medical procedures”,
“To create a coverage of a group of medical procedures”, and “To create an
Insurance product from coverages”. An insurance product is a collection of
coverages. It is then ready for sale.
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– The capability “C2: To sell a Policy of an Insurance Product” is mapped to
the value stage “V2: Insurance Policy” and it is refined into smaller capabili-
ties: “To create and delete a policy corresponding an insurance product for a
registered person”, “To activate coverage-counters for the policy”. The cover-
age counters with initial values of parameters are created for each customer.

– The capability “C3: To handle a claim” is mapped to the value stage “V3:
Claim Compensation”. The capability C3 aggregates the capabilities “To sub-
mit a claim”, “To sort a claim for a coverage”, “To transfer the amount of a
sorted claim to the account”, and “To modify a counter for a coverage”.

The capabilities and the smaller capabilities refining them, seem logical at the
first glans.

Fig. 1. Value Stream and Capability Map of an Insurance Business. Difficult to manage.
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Fig. 2. Protocol models corresponding to the first version of the capability model

4.2 The Capabilities from the Capability Map Are Modeled
as Protocols

The capabilities suggested by strategic designers have been used to be presented
as protocol models. Figure 2 presents the graphical view on three capabilities
C1, C2, C3 as protocol machines.
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The protocol model of capability C1 shows that each business object Medical
Procedure has to be defined. After that, the groups MPGroups are created and
each Medical Procedure is added to an MPGroup (event AddMPintoGroup).
Events synchronize the behaviors of objects. For example, the AddMPIntoGroup
event is used for synchronization of a Medical Procedure and a MPGroup. There
are different types of coverage for compensation of groups of medical procedures.
For simplicity, we model only two types of coverage. The business object called
Max Coverage, which has an attribute called Maximum and states that the
medical procedures are compensated until the Maximum is reached. We model
the business object NoLimit Coverage, which means that medical procedures
are always compensated. We also model the business project Product. There are
events CreateMaxCoverages and Create NoLimitCoverage for each Product.

The capability C2 protocol model indicates that a Person purchases a Policy,
which involves agreeing to product coverages and paying the premium to the
insurance company. Coverage counters for each policy are then created. The
CoverageMax Counter object starts in the initial state with attributes Balance =
Max, taken from the MaxCoverage of the Insurance Product, and

if (Balance >= Claim.Amount)

then Balance = Balance − Claim.Amount; Payment = Claim.Amount;

else Payment = Balance; Balance = 0;

The CoverageNoLimit Counter object ensures that any claim filed under this
coverage will always be compensated. The reachability of the state “created” for
a Policy object of a Person object and for the objects displayed operational cov-
erages for the Person object indicates that value stage V2 achieved in capability
C2. Note, that a Policy object is created from an object of type Product in the
state “ready”, but does not change it.

The capability C3 protocol model shows the life cycle events of the busi-
ness object Claim. The Sorting Claim is a mixin, presenting a decision-making
behavior. It is included in the object Claim. The derived state GroupMax is
reached when the medical procedure of the claim instance belongs to the Group
covered until the Maximum. The derived state GroupNoLimit is derived when
the medical procedure of the Claim instance belongs to the group covered with
no limit. The ModelScope tool compares the medical procedure with the medical
procedures in the GroupNoLimit and results in the derived state if the medical
procedure has been found in the group. Submit Claim is an event that connects
all of these objects. A Claim instance is sorted by one of the rules: CoverageMax
and CoverageNoLimit. The states that can be eached by the capability C3 are
“Claim.paidToMax” or “Claim.paidNoLimit”.
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4.3 The Protocol Models Are Simulated

Simulation of protocol models can be done both mentally and with the Mod-
elScope tool [13,18]. The mental execution is already powerful. The simulator
has to see the objects that recognize the same event and mentally imagine that
these objects proceed together when they are both in the state to accept this
event.

The mental simulation of Fig. 2 shows that the proposed capabilities are not
easy to manage.

Simulation of protocol models for capabilities C2 and C3

– Suppose that each capability (C2 and C3) is assigned to a different role (an
Actor in Protocol Model).

– Suppose that the role assigned to capability C2 has made a mistake in defining
a coverage counter.

– Another role, assigned to capability C3, uses the counter and will make mis-
takes in compensation of claims, but this role is not able to find the source
of mistakes and change the counter.

– Therefore, the functionality of creating, changing, retrieving of each counter
should be defined in capability C3.

Simulation of of protocol model for capabilities C3.

– The capability C3 aggregates the capability “To transfer the amount of a
sorted claim to the account”.

– However, no account information is available.
– The system is currently lacking in capability C4, which is necessary for access-

ing the customer’s account and for transferring a claim payment and an insur-
ance premium.

4.4 The New Version of the Protocol Models for Capabilities Is
Redrawn

Figures 3 and 4 show the protocol model of capabilities, each of which has
all life cycle operations of the business objects it contains. The life cycle events
of coverage-counters are now in the protocol model C3. The protocol model for
capability C4 contains an object Account. “Event Date of begin” means that at
the moment when policy is activated, the permission for the account access in
granted to the Insurance Enterprise. The mixin “Check for claims” searches for
a “Claims in state ToNoLimit ot ToMax” and proceeds event “Transfer amount
of a sorted claim” to the account in state “granted”. The set of protocol models
for capabilities is the protocol model for a new capability map.
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Fig. 3. Protocol model of two capabilities C1, C2 corresponding to the second version
of the capability map

4.5 The New Version of the Protocol Model Is Simulated

Designers are satisfied, when only a single capability protocol model contains all
the necessary life cycle events for business objects belonging to that capability.
Such a capability can be assigned to a responsible role (actor) and necessary
resources. Other capabilities can only derive and use the information about the
existence, state,and other attributes of business objects controlled by other capa-
bilities. The functionality composed in a capability does not depend on other
capabilities, their roles, and resources.

In our case study, designers were satisfied with the location of protocol
machines (functionality chunks) in protocol models for each capability shown
in Figs. 3 and 4.
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Fig. 4. Protocol models of two capabilities C3, C4 corresponding to the second version
of the capability map

4.6 The New, Manageable Version of the Capability Model Is
Redrawn from the Protocol Model

Using the protocol models of capabilities (Figs. 3 and 4), the new version of the
capability model is redrawn in Fig. 5.

The semantics of protocol modeling makes it possible to model each capabil-
ity as one protocol model, that composes all the recognized functionality chunks.
The set of protocol models is the protocol model of a capability map.

For redrawing purposes, we can think of a capability as an abstraction of its
protocol model, and a capability map as an abstraction of the set of protocol
models for all capabilities.
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Fig. 5. Value Stream and Capability Map of an Insurance Business. Version 2. Man-
ageable.

5 Conclusion and Future Work

In this paper, we have shown how to design the value streams and capabil-
ity maps using the semantics of protocol modeling. Protocol modeling keeps
the model at the level of life cycles of business objects and their synchronized
behavior. It also synchronizes aspects (checks and derivations) with behaviors
of businesses objects. This is the level required for the separation of capabilities
in capability maps.

We have proposed an iterative method that can guide the design of value
streams and the associated capabilities with protocol models. Designers can use
protocol models to mentally simulate the management tasks, such as assigning
roles and planning resources, with protocol models and ensure the manageabil-
ity of the designed capabilities. We have shown that even mental simulation of
protocol models allows us to improve the unmanageable design and to move the
pieces of functionality to the capability that contains all the business object life
cycle events. We have shown that missing capabilities are also identified. By
simulating the protocol model with the ModeScope tool, various management
activities such as resource allocation and finding the sources of process errors
become even more visible [18].
An enterprise architecture typically contains multiple value streams for differ-
ent stakeholders. The value streams are mapped to capabilities. Internal and
external, innovative, enabling and supplemental [28], all these capability types



46 E. Roubtsova

can be separated and synchronized as protocol models. We expect that proto-
col modeling of different capability types will identify capability patterns that
aggregate specific types of business objects. We intend to conduct several mas-
ter projects in different organizations, such as government document archives,
and cloud providers. The projects will test the proposed iterative method for
designing value streams and supported capabilities.
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Abstract. The business capability map has gained close attention from
organizations as an essential tool for communication between business
and IT. However, its integration with the enterprise data model is ham-
pered by semantic issues that complicate stakeholder communication.
This study, based on an analysis of TOGAF, presents a refined meta-
model to resolve these issues and ensure alignment between the business
capability map and the enterprise data model. The utility of the meta-
model was demonstrated through a case study of Dutch energy system
operators. The findings not only enhance model consistency and stake-
holder communication but also provide a foundation for future research,
suggesting the integration of additional elements into the metamodel to
broaden its scope and utility.
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capability map · enterprise data model · business object

1 Introduction

Over the past few decades, organizations have struggled to align business and IT
to improve their performance [18]. An important inhibitor of alignment is the lack
of business understanding by IT. For such understanding, enterprise architecture
management has produced a number of boundary objects [16], that is, objects
that “have different meanings in different social worlds but their structure is
common enough to more than one world to make them recognizable, a means
of translation” [27, p. 393]. A boundary object with increased interest from
organizations is the business capability map [1]. Another artifact, also intended
as a boundary object but with less success due to its highly abstract character
[24], is the enterprise data model [10]. This study proposes a method for aligning
these models, thereby increasing their potential to create coherence between the
intersecting social worlds of business and IT.
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1.1 Business Capability Map

The business capability map provides a complete overview of all the capabilities
of an organization. Business capability can be defined as “a particular ability that
a business may possess or exchange to achieve a specific purpose” [30, Sect. 4.28].
An example is the ability to recruit workers or send invoices. By not specifying
how workers are recruited or how invoices are sent, business capabilities provide
an abstraction of details, such as people, processes, and technology, allowing
them to be understood by diverse communities.

Business capability maps do not cover the entire spectrum of business mod-
eling. Other business models describe organizational structures, regulations, and
business processes, among others. Still, practitioners consider the business capa-
bility map as the focal point of business architecture [9] because of its ability to
relate many viewpoints. For example, by relating regulations and business pro-
cesses to business capabilities, it is easy to determine which regulations impact
which business processes.

1.2 Enterprise Data Model

The enterprise data model (also referred to as information map [9,29]) provides
a complete overview of objects managed by the organization, such as recruit-
ment, customer invoice, etc. As such, it establishes a common vocabulary, which
promotes interoperability across an organization’s information system landscape
and enables data-driven decision-making.

Although business capability maps can be used as references to create, for
example, service-oriented archtictures [13], enterprise data models are more use-
ful for paradigms that prioritize objects over actions, such as resource-oriented
architectures [23], object-oriented programming [33], model-driven development
[3], and database design. In fact, the enterprise data model can be considered
essential for software development, as it “sets forth the foundation for all data
and data-related projects” [10, p. 104].

1.3 Reasons for Model Alignment

Our conceptualization of the world is driven by our goals and enables communi-
cation to realize them. For example, when looking for food, we conceptualize the
world as being composed of edible and non-edible items, allowing food gatherers
to cooperate. If we characterize the business capability map as a goal model
and the enterprise data model as a conceptualization of the world, it becomes
apparent that neither model exists independently.

More practically, the enterprise data model does not generally appeal to a
business audience because of its highly abstract character, despite its potential
business benefits [24]. If properly aligned, business capabilities provide a con-
text for the elements of the enterprise data model, explaining why an object is
managed. This should increase its appeal, and thereby, its quality and utility.



50 S. Severin et al.

Conversely, the business capability map can benefit from alignment with the
enterprise data model. By aligning the models, the knowledge in the enterprise
data model can be used to refine the business capability map and to precisely
define what is managed by a business capability. Furthermore, aligning these
models may increase their completeness and pertinence and enable a more holis-
tic view of the organization, allowing stakeholders to relate perspectives.

When considering software design, aligned models may be better suited to
support the requirements definition and design stages of the software develop-
ment life cycle. For example, during requirements definition, business capabilities
can be used as high-level requirements, while the enterprise data model provides
a matching vocabulary to express lower-level requirements. During the design
stage, business capabilities can be used to identify the main software compo-
nents, while the enterprise data model helps identify the information exchange
between those components.

Figure 1 shows a simplified example of alignment in which the correspondence
between elements from different models is highlighted using colors.

Fig. 1. Simplified example of alignment between a business capability map and an
enterprise data model (Color figure online)

1.4 Research Question

Despite the popularity of business capability maps in practice [1], a limited num-
ber of capability frameworks have been developed in the academic literature [15].
Offerman et al. [22] identified two business capability frameworks in the litera-
ture: one by Brits et al. [8], with limited empirical evidence for its application,
and one by TOGAF [30], which is related to the BIZBOK Guide [9]. Given its
frequent use in practice, this study uses TOGAF as the main reference.

The TOGAF Series Guides identify the business capability map as one of four
core elements of business architecture, along with the value stream map, informa-
tion map, and organization map. The information map in TOGAF has the same
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content as the enterprise data model; only its name is different. The TOGAF
Enterprise Metamodel defines the elements and relationships of these maps. The
TOGAF Series Guides provide guidelines to relate the business capability map
and information map, but do not offer a method to check their consistency. To
address this gap, the following research question is formulated:

Research question: How can the TOGAF Enterprise Metamodel be refined
to ensure consistency between the business capability map and the enter-
prise data model?

To answer this question, we perform a semantic analysis of the TOGAF meta-
model and propose a refined metamodel with rules and guidelines that ensure
consistency between the business capability map and the enterprise data model.
The practical applicability of the metamodel was evaluated against NBility [21],
an industry reference model of Dutch energy system operators.

1.5 Outline of the Paper

Sect. 2 explains the TOGAF Enterprise Metamodel, which defines the elements
of the business capability map and enterprise data model (or information map).
Section 3 provides insights from semantic analysis. Section 4 presents the refined
metamodel, along with its consistency rules and guidelines. Section 5 evaluates
the refined metamodel in a practical case. Section 6 concludes the paper and
discusses opportunities for future research.

2 TOGAF Enterprise Metamodel

The business capability map and the information map are collections of business
capabilities and business information concepts, respectively. These appear in the
TOGAF Enterprise Metamodel, as shown in the M2 layer of Fig. 2. The figure
does not contain multiplicities for relationships because TOGAF does not define
them.

By instantiating the concepts in the M2 layer we arrive at the M1 layer.
For example, business capability (M2) is instantiated as the ability to perform
work on energy grids (M1), which is instantiated as a single demonstration of
this ability by performing grid reconstruction work on Broadway (M0). The M0
layer is the lowest layer and describes individual things in the real world. The
research question in this study concerns the business capability and business
information concepts in the M2 layer.

3 Semantic Analysis

This section analyzes TOGAF’s explicit and implicit definitions of business capa-
bility, business information, and their relationship. A good understanding of
these concepts is required to refine the TOGAF Enterprise Metamodel with rules
and guidelines. Figure 3 shows how these concepts relate to the other concepts
discussed in this section.
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Fig. 2. The TOGAF Enterprise Metamodel is at the M2 layer.

Fig. 3. Overview of concepts discussed in the semantic analysis

3.1 Analysis of Business Capability

An analysis of business capability can be found in other studies: Wißotzki [34]
explored the notion of capability in the academic literature, Azevedo et al. [4]
analyzed business capability using Unified Foundational Ontology (UFO), and
Roubtsova and Michell [25] clarified the definitions of affordance and capability
using behavioral models. However, the analysis in this section is different, as
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it aims to clarify the distinction between business capability and function in
TOGAF.

TOGAF defines business capability as “a particular ability that a business
may possess or exchange to achieve a specific purpose” [30, Architecture Content,
Sect. 2.4]. TOGAF also defines function, namely as “a set of business behaviors
based on a chosen set of criteria” [30, Architecture Content, Sect. 2.4]. The dis-
tinction between these concepts is difficult to understand, as TOGAF uses them
interchangeably, for example, in its description of a diagram consisting of func-
tions: “The purpose of the Functional Decomposition diagram is to show on a
single page the capabilities [emphasis added] of an organization that are relevant
to the consideration of an architecture” [30, Sect. 3.6.3]. Berrisford concludes
that “the function and capability concepts are widely confused” [7].

This confusion appears to be an aspect of the TOGAF Enterprise Meta-
model. For example, it defines the uses relationship between business capability
and business information. However, the issue with this relationship is that an
ability cannot use something, whereas a function can. Additionally, the TOGAF
metamodel states that a function delivers a business capability. This can be true
of a piano-practicing function that delivers a piano-playing ability. However, it is
clear from the text of TOGAF that this is not the intended meaning of the deliv-
ers relationship. Berrisford clarifies: “TOGAF inherits Business Function from
Information Engineering and the like, but inherits Capability from Capability-
Based Planning. It hasn’t quite got the nerve or the will to modify their two
vocabularies until they are integrated” [6, p. 16].

Capability is a central concept in several enterprise architecture frameworks
such as the Department of Defense Architecture Framework (DoDAF), UK Min-
istry of Defence Architecture Framework (MODAF), and NATO Architecture
Framework (NAF) [26]. For example, the USA uses a two-theater defense model
in which the highest-level capability is the ability to handle two major conflicts
simultaneously in different parts of the world. Note that this capability spec-
ifies the number, size, timing, and location of conflicts, all of which relate to
a particular ability to perform the defense function. Thus, business capability
can be considered a particular ability to perform a function [35]. To clarify,
another capability could be the ability to handle three major conflicts, which is
yet another particular ability to perform the same defense function. This sug-
gests a many-to-one relationship between capabilities and functions. If we allow
capabilities to be defined without regard for the functional decomposition of an
organization, they may even be related many-to-many.

Considering business capability and function this way creates a separation
of concerns between strategy and business architecture. This corresponds with
ArchiMate, where business capabilities are situated in the Strategy Layer, while
business functions are placed inside the Business Layer [31].

If we apply this refined understanding of the distinction between business
capability and function to the capability examples provided by TOGAF, such as
Partner Management [28], we can conclude that the business capability map in
TOGAF comprises functions.
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3.2 Analysis of Business Information

TOGAF defines an information map as “a collection of information concepts
and their relationships to one another” [30]. Information concept is not part
of the TOGAF Enterprise Metamodel but is defined by the related BIZBOK
Guide as a “way in which to represent business terms and semantics within
the context of business architecture” [9, p. 784]. It is similar in meaning to
TOGAF’s business information, which “represents a concept and its semantics
used within the business” [30, Architecture Content, Sect. 2.4]. TOGAF uses
business information and information concept interchangeably.

The TOGAF Series Guide to Information Mapping defines the is about rela-
tionship between information concept (or business information) and ArchiMate’s
[31] business object : “this relationship links information concepts that are meta-
data about business objects to the corresponding business object; e.g., it links
information about customers to those customers” [29]. This reveals that TOGAF
understands business information not as defined, namely as a concept, but as
knowledge or facts about instances of a concept.

3.3 Analysis of the Relationship Between Business Capability
and Business Information

The TOGAF Series Guide to Business Capabilities states: “The naming conven-
tion involves expressing the business capability in a noun-verb format, whereby
each outcome (input, output, or deliverable) is described as a noun and each
activity that is associated with producing, controlling, or monitoring the out-
come is described as a verb; e.g., ‘Catalog Products’ or ‘Payment Processing’.
The noun part of the business capability is a unique business object— a single,
persistent thing that is of interest to the business. The advantage of making
a business object the focal point of the business capability is that it simpli-
fies the process of identifying the information objects that are tied to and used
by the business capability” [28]. This description shows that business capability
and business information (referred to as information object) are only indirectly
related through business object.

Let us consider an energy system operator. The TOGAF metamodel allows
us to express that the operator’s capability to develop and maintain energy grids
modifies information about energy grids, which, in turn, is used by the capability
to transport energy. This is a rather roundabout way of expressing what is going
on, namely, that the first capability manages the energy grids to be used by the
latter. Information exchange often plays a part in this, but not always and not
necessarily.

Many examples of business capability maps in the related BIZBOK Guide
[9] contain information management capabilities such as “Partner Information
Management”, alongside capabilities such as “Partner Definition”. This pattern
suggests that only the information management capabilities have a modification
relationship with business information elements. Therefore, although the “Part-
ner Definition” capability manages partners in the real world, it does not manage
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information about these partners. Instead, the “Partner Information Manage-
ment” capability is responsible for managing this information. As a result there
is a missing relationship between the “Partner Definition” capability and partner
information. This example illustrates how linking business capability to business
information, rather than business object, can negatively impact consistency.

Note that if control over a business object and information about that object
are split between capabilities, these capabilities should be tightly coupled to
manage information accuracy. This illustrates that managing business informa-
tion should be considered one of many implementation aspects of a capability,
not a capability itself.

4 Refined Metamodel with Rules and Guidelines

This section considers the TOGAF Enterprise Metamodel, analyzed in the pre-
vious section, as a starting point for defining the refined metamodel in Fig. 4,
along with its consistency rules and guidelines in Table 1.

4.1 The Use of Business Function Over Business Capability

A goal of the business capability map is to provide a stable reference. Func-
tions are more stable than business capabilities because whenever a function
changes, the corresponding business capability changes, whereas the reverse is
not true. For example, a business may change its strategy by replacing its capa-
bility to manage the distribution of two million goods with one that can manage
three million goods. This strategy change does not affect the definition of the
distribution-management function. The only change was the ability to perform
the function. Therefore, in the refined metamodel, we use function over business
capability. To prevent confusion with other function types, such as the appli-
cation function defined by the related enterprise modeling language ArchiMate
[31], we rename this concept as business function.

4.2 The Use of Business Object Over Business Information

A good metamodel allows for an accurate representation of the subject domain.
Although information is required to run a business, the primary concern of any
business is the management of real-world objects, such as energy grids. Managing
information regarding these grids is only a means and not the primary goal.
Describing the world through information about it creates unnecessary detours
and hinders understanding, thus undermining the purpose of the models. It also
complicates conversations about data quality [12], in particular, data accuracy:
the degree to which data represent real-world objects.

The tendency to focus on information rather than things of primary interest
to the business is perhaps rooted in the origins of enterprise architecture manage-
ment, namely information technology (IT). This fixation on information weakens
the model’s potential to bridge the gap between business and IT. Therefore, we
use business object over business information in the refined metamodel.
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4.3 Refined Metamodel

Fig. 4 shows the refined metamodel. The definitions of the elements and rela-
tionships in the metamodel are as follows:

– business function: “collection of business behavior based on a chosen set of
criteria such as required business resources and/or competencies [...] managed
or performed as a whole” [31, Sect. 8.3.2];

– business object: “concept used within a particular business domain” [31,
Sect. 8.4.1];

– controls: changes and prevents changes to the state of a concept;
– modifies: changes the state of a concept;
– composed of : “consists of one or more other concepts” [31, Sect. 5.1.1];
– contextualizes: influences the definition of a concept [32];
– associated to: “unspecified relationship” [31, Sect. 5.2.4].

Fig. 4. Refined metamodel

The metamodel has a contextualizes relationship. Contextualization is an
abstraction mechanism similar to generalization, aggregation, and composition
[2]. A context is a set of objects and their names, meaning that objects can have
different names in different contexts. In enterprise data models, the elements
at the highest level of abstraction are typically called subject areas [10], which
refers to their role as the context for lower-level elements. In our metamodel, we
choose to be agnostic to the level of abstraction and, therefore, do not label the
top-level objects as subject areas.

The metamodel defines multiplicities using crow’s foot notation, in which a
ring represents zero, a dash represents one and a crow’s foot represents many
(or infinite). In pairs, they represent the minimum and maximum multiplicities.
For example, the figure shows that each business function is composed of zero to
many business functions, and that each business object is controlled by exactly
one business function. The relationships and their multiplicities are justified
in the next section, which provides the rationale for each consistency rule and
guideline.
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4.4 Consistency Rules and Guidelines

Fig. 4 shows the metamodel, which is the basis for formulating consistency rules
and guidelines. The metamodel already contains a set of rules in the form of
multiplicities that are not zero to many. These rules are reformulated in natural
language in Table 1, together with additional rules and guidelines for use as a
checklist. The rules are rigid, and the guidelines are recommendations. Rules
refer to an element that is composed of or contextualizes other elements as
their abstraction. The number of times an element is (recursively) composed
or contextualized by another element determines its level of abstraction. The
rationales for these rules and guidelines are as follows.

Table 1. Consistency rules and guidelines.

Rules

R1 Each business function is composed in at most one business
function

R2 Each business object is contextualized by at most one
business object

R3 Each composition and contextualization relationship is not
part of a cycle

R4 At each level of abstraction, the business functions are
mutually exclusive

R5 At each level of abstraction, the business functions are
collectively exhaustive

R6 At each level of abstraction, the business objects are
mutually exclusive

R7 At each level of abstraction, the business objects are
collectively exhaustive

R8 Each business function relates to a business object only if
their abstractions are related or when they have no
abstractions

R9 Each business object is associated to a business object only if
it is at the same level of abstraction

R10 Each business function controls and/or modifies at least one
business object

R11 Each business object is controlled by exactly one business
function
Guidelines

G1 Each business function controls and/or modifies exactly one
business object

G2 Each business object is controlled and/or modified by exactly
one business function
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R1–3. Business architecture models may contain more elements than humans
can process easily. Abstraction mechanisms, such as composition and contextu-
alization, allow the elements to be grouped into bite-sized chunks. These rules
ensure the formation of a nested hierarchy, as required by rules 4 to 7.

R4–7. The MECE principle [20] applies at each level of abstraction. This princi-
ple states that items in a group must be mutually exclusive (ME) and collectively
exhaustive (CE), meaning that they may not have gaps or overlaps. The collec-
tion of business functions at a particular level of abstraction conforms to this
principle if each atomic business activity in an organization is associated with
exactly one business function. For business objects, this implies that each thing
in an organization is associated with exactly one business object. For example,
business objects Customer and Corporate Customer are not mutually exclusive
because a particular corporate customer is associated with both business objects.
If these are the only business objects used to describe an energy system operator,
they also have gaps because the energy grid is not associated with either.

R8. If a business function is related to a business object, then the abstraction
of the function is by definition related to the abstraction of the object. This rule
implicitly restricts the relationships between business functions and business
objects to matching levels of abstraction. This increases consistency, allowing
stakeholders to easily switch perspectives.

R9. Restricting association relationships within each level of abstraction allows
levels to be used independently.

R10. A business function that does not control and/or modify a business object
cannot create value and must be eliminated.

R11. The controls relationship enables a business function to prevent state
changes to business objects. This implies access control; that is, any business
function that modifies a business object can do so only because the controlling
business function allows it. Assigning each business function exclusive control
over a business object creates low coupling. A business object that is not con-
trolled by a business function is not of interest to the business and is therefore
not a business object.

G1–2. At each level of abstraction, these guidelines create a similar number of
business functions and business objects, and thus, a matching level of granularity.
These guidelines are not rules because managing a business object may require
multiple functions. A typical example is where different functions manage the
same business object but at different life stages. In such cases, the definition of
multiple functions is allowed if managing each life stage requires its own set of
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resources or competencies. Multiple functions can modify a business object, but
only one can control it (Rule 11).

5 Evaluation Using a Case Study

5.1 Introduction

This section introduces a case study of Dutch energy system operators to illus-
trate (Sect. 5.2) and evaluate (Sect. 5.3) the practical applicability of the refined
metamodel, along with its rules and guidelines. A system operator is an entity
entrusted with the task of transporting natural gas or electricity. The Nether-
lands has two national or transmission system operators (TSOs), one for gas and
one for electricity, and six regional or distribution system operators (DSOs). Sys-
tem operators have a monopoly in their assigned regions and are therefore heavily
regulated. In addition to the transportation of energy, they are also charged with
facilitating energy markets and balancing demand and supply. The transition to
sustainable energy poses significant challenges for system operators and is the
main driver of digital transformation.

To accelerate the energy transition, Dutch system operators created a com-
mon business capability map for their industry, NBility [21]. It is a “daughter”
of the Dutch Governmental Reference Architecture (NORA) [19]. The model
is updated twice a year to allow for refinements that originate from its appli-
cation in domains such as organizational design, enterprise architecture, data
governance, business process management, and information system design. The
author of this study is a member of the NBility working group, allowing easy
access to the lessons learned from practice during the definition and application
of the model.

5.2 Illustration

Fig. 5, a model at the M1 layer (see Sect. 2), illustrates violations of consistency
rules by previous NBility versions (left) and adjustments by the NBility working
group (right) to conform to the refined metamodel with its rules and guidelines.
For example, Rule 11 states that each business object is controlled by exactly
one business function. Figure 5 shows the violation of this rule by business object
Facility product, which is controlled by five business functions. To resolve this
inconsistency, the working group generalized these business functions as Manage
real estate facilities. The result is a matching level of granularity between the
function and object.

Rule 8 states that each business function relates to a business object only
if their abstractions are related or when they have no abstractions. Figure 5
shows that the business function Lay down right in rem and obtain route permits
controls the business object Right in rem or route permit, whereas the abstraction
Support work does not control the abstraction Energy grid. Rights in rem and
route permits are permissions to install and maintain grid components at certain
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Fig. 5. Illustrations of consistency improvements by the NBility working group

locations. Although these permissions must be obtained before work execution
and therefore seem to support work on the energy grid, they should be considered
part of the energy grid, as they are relevant after the work has been completed
and as long as the energy grid exists. This inconsistency made the working
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group realize that Lay down rights in rem and obtain route permits should not
be considered part of Support work but of Expand, replace and renew energy
grids. This example demonstrates that the refined metamodel not only ensures
consistency but also improves each map individually.

5.3 Evaluation

Table 2 shows the consistency checks for the different versions of NBility, starting
with the version that first included business objects (v2.0). Except for rules 5 and
7, the only data required to perform these checks are the NBility model itself.
Rules 5 and 7 were checked during model review and use. The table shows the
progression towards increased levels of compliance. The publication of version
2.3 is expected to be in 2024.

Table 2. Consistency checks for different versions of NBility

v2.0 v2.1 v2.2 v2.3

R1 100% 100% 100% 100%
R2 100% 100% 100% 100%
R3 100% 100% 100% 100%
R4 100% 100% 100% 100%
R5 no quantified data
R6 67% 67% 67% 100%
R7 no quantified data
R8 94% 97% 99.5% 100%
R9 100% 100% 100% 100%
R10 91% 87% 95% 100%
R11 100% 100% 100% 100%
G1 79% 80% 90% 94%
G2 84% 89% 92% 91%

Given the successful application of the refined metamodel in the NBility case,
where full compliance with the consistency rules and nearly complete adherence
to the guidelines (91–94%) is achieved, it is demonstrated that the refined meta-
model with its rules and guidelines can be applied in practice. Furthermore,
the members of the NBility working group testify to the practical benefits of
the metamodel, noting improvements not only in the consistency between maps
but also in the refinement of each map individually, as one map provides close
guidance for the definition of the other.

Users of the NBility model noted that consistency between the maps
improved their understanding, as business objects, with their definitions, explain
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what exactly is being managed by a business function, whereas business func-
tions explain why a business object is managed. For example, the aligned mod-
els helped NBility users better explain the meaning of certain business objects
to data stewards. Other users reported back that the aligned models helped
remove confusion about which software team had the responsibility to provide
data about a certain business object, as this could now be linked to the business
functions they were already responsible for.

6 Discussion and Conclusion

This study introduces an advancement in enterprise architecture by proposing
a method to align business capability maps and enterprise data models, based
on a semantic analysis of TOGAF concepts. The practical utility of the method
is demonstrated by its application in the NBility case, which shows notable
improvements in its models.

The TOGAF Series Guides provide some guidelines for model alignment;
however, they are based on an indirect relationship between business capabil-
ity and business information, which skips the business object, as indicated by
our semantic analysis. We therefore propose renaming the information map and
enterprise data model as business object model : a collection of objects relevant to
the business, for which there may be associated data. Positioning the model as a
representation of real-world business objects, rather than of information or data
about those objects, may increase its chances of acting as an effective boundary
object between business and IT [16].

If we consider business capabilities as goals or requirements, because they
serve to achieve specific purposes, a comparison can be made with requirements
engineering in the context of software development. There, the conceptual or
object model (cf. enterprise data model) is checked against the goal or require-
ments model (cf. business capability model) [14,17]. This study transposes this
concept from software development to enterprise architecture management. Simi-
lar to Lamsweerde [17], we clearly distinguish between objects in the environment
and their representation in the software.

The scope, size, and complexity of the organizations involved in the case
study create confidence in the general applicability of the method. However,
its general applicability and effectiveness across different contexts may require
further exploration, inviting either additions or increased confidence in the com-
pleteness of the rules and guidelines.

The learning curve associated with understanding and applying the refined
metamodel may require effort to facilitate its adoption by practitioners. Alter-
natively, future studies could investigate the feasibility of automating the con-
sistency rules using languages such as Alloy [5] and Ampersand [11].

Finally, subsequent studies could refine the metamodel to include additional
elements, such as value streams and organizational units [30], thereby advancing
its scope and utility.
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Abstract. Research problem and research questions: There exist several dia-
gram techniques to represent (business) processes, such as Activity Diagrams and
BPMN-diagrams.Butwhat is their formal semantics?Do theyhave amathematical
declarative semantics? We intend to provide such a semantics.

Contribution: We define a mapping fromUTIL, a universal textual instruction
language template with a formal, declarative semantics, to Activity Diagrams and
another mapping from UTIL to BPMN. In this way, we give the generated BPMN
and Activity Diagrams a formal, declarative semantics as well. It also provides a
basis to study those diagrams and to compare them on a semantic level. It gives
an alternative perspective on those diagrams as well.
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1 Introduction

There exist several alternative diagram techniques to represent (business) processes:
Activity Diagrams, BPMN-diagrams, Sequence Diagrams, etc. But do they have a
formal, declarative semantics? Do they have a formal syntax, e.g., a grammar?

We try to find answers to these questions. We do so as follows: In [1], we defined a
grammar and a formal, declarative semantics for a universal textual instruction language
template (UTIL). In [2], we defined a mapping from UTIL to Sequence Diagrams and,
for validation purposes, also to English. The current paper introduces a mapping Fa from
UTIL to Activity Diagrams and a mapping Fb from UTIL to BPMN. See Fig. 1.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
B. Shishkov (Ed.): BMSD 2024, LNBIP 523, pp. 65–82, 2024.
https://doi.org/10.1007/978-3-031-64073-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-64073-5_5&domain=pdf
http://orcid.org/0000-0003-4400-0187
https://doi.org/10.1007/978-3-031-64073-5_5


66 B. de Brock

Fig. 1. Previous work and current paper

The mappings are defined inductively (i.e., syntax-directed), following the grammar
of UTIL. In doing so, we give the generated diagrams a formal, declarative semantics.
This also provides a basis to study those diagrams and to compare them on a semantic
level.

Moreover, it gives an alternative perspective on those diagrams.

1.1 Related Work Versus Our Work

In much of the literature in this area, the theory is given only by means of concrete
examples, e.g., in terms of orders, products, customers, sales, etc. No general theory in
terms of A and B or x and y, so to say. It is ‘theory-by-example’ instead of ‘theory-with-
example’. Typical instances are [3–5]. We do present a general theory (notably in the
Sect. 3–5), not only examples. This provides a basis to study those diagrams.

In the literature that has some form of generalization, it often stays unclear what the
boundaries of those constructs are or which combinations of constructs are (im)possible
(say, specified via a grammar). As if we would introduce a programming language
by writing (in isolation) that it contains the following constructs: if <condition>,
until<condition>, while<condition>, else<statement>, repeat <statement>, then
<statement>, do <statement>, end, and begin. Instead, we will present a grammar,
clearly indicating which (combinations of) constructs are possible.

Moreover, the semantics of the constructs is usually only given informally in natural
language, or at best via somekindof operational semantics. For instance, the specification
of UML in [6] states under Scope (page 1): “The semantics define, in a technology-
independent manner, how the UML concepts are to be realized by computers”. This is
not a declarative semantics but at best an operational semantics.

RegardingBPMN,Dijkman et al. [7] note that “the actual semantics is only described
in narrative form using sometimes inconsistent terminology”. And as Leopold et al.
[8] write “Due to the extensive symbol set, a complete formalization of BPMN would
introduce unnecessary complexity”. Also Petri-Nets are imperative [9]. See [10, 11] for
BPMN and [12] for BPMN’s extensive symbol set.

Regarding semantic comparisons of those diagrams: Various papers analyse (and
sometimes compare) several business process modelling languages on an ontological
level [13–15] but not on a semantic, mathematical level, as we do. Activity Diagrams
and BPMN-diagrams don’t seem to have a mathematical declarative semantics.

For quick informal sketches in a discussion, such BPMN and activity diagrams are
fine without an exact semantics. However, as a vehicle for precise specifications, that is
not sufficient. For the language UTIL, [1] gives a formal, declarative semantics.
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In [16], Russell et al. describe 43 relevant andwidely usedworkflow control patterns,
e.g., the XOR-split, XOR–join, AND-split, AND–join, OR-split, and OR-join. We show
how to express those examples in UTIL.

1.2 Paper Outline

The rest of this paper works out all the details and is organized as follows. Section 2
recalls the underlying universal textual instruction language template UTIL, with Basic
Building Blocks that should be specified separately per domain and application area.
It also presents an example with specific set of Basic Building Blocks, resulting in an
imperative programming language.

Section 3 is central and contains the general rules to map UTIL-expressions to
Activity Diagrams and to BPMN, and illustrates themwith a running example. Section 4
recalls the declarative semantics for UTIL-instructions from [1]. Section 5 provides the
declarative semantics for those BPMN and UML Diagrams. Section 6 discusses the
possibilities to explicitly assign actors to individual instructions. Section 7 contains a
summary and conclusions. Finally, Sect. 8 mentions some possible future work.

2 UTIL: A Universal Textual Instruction Language Template

We recall that instruction languages concentrate on the dynamics, not on the statics.
Section 2.1 contains a grammar for the language UTIL. As an illustration, Sect. 2.2
gives an example of a UTIL-expression illustrating many of the UTIL-constructs, while
Sect. 2.3 presents a class of Basic Building Blocks with which we get an (imperative)
programming language.

2.1 Grammar for UTIL

Based on [1], we present a generic grammar to specify instruction patterns, starting
from arbitrary ‘Basic Building Blocks’. As usual, the non-terminals of the grammar will
be of the form <…>, while terminals are written in bold. The start symbol is <I>
(for ‘Instruction’). The non-terminal <PN> stands for ‘procedure/process name’. The
grammar rules (and their common names) are:

<I> ::= <BBB> /* Basic Building Block
│<I>; <I> /* Sequential composition
│if <condition> then <I> end /* Conditional
│if <condition> then <I> else <I> end /* Alternative
│repeat <I> until <condition> /* Loop (one or more times)
│while <condition> do <I> end /* Loop (zero or more times)
│begin <I> , <I> end /* Arbitrary order (AND-split and -join)
│maybe <I> end /* Option
│either <I> or <I> end /* Choice (XOR-split and -join)
│skip /* Syntactic construct for: ‘Do nothing’
│perform <PN> /* Call (a.k.a. ‘Include’)

<D> ::= define <PN> as <I> end /* Definition/Declaration
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The symbol ‘;’ can be read as ‘when ready, then do’. We note that Option,
Choice, and Arbitrary order introduce non-determinism. We refer to [17] for detailed
explanations and to Sect. 4 for a formal, declarative semantics of the syntactic
constructions.

One of the constructs while and repeat is redundant because we can rewrite them
into each other by means of the following equivalences:

(E01) while C do S end if C then repeat S until not C end
(E02) repeat S until C S; while not C do S end

To avoid nested either-or-expressions, we could change the either-or-rule into

<I> ::=  either <I> { or <I> } end

where the curly brackets denote ‘one or more times’. It represents the general XOR-
split and -join. The general OR-split and -join can be expressed as follows:

begin if C1 then S1 end, if C2 then S2 end, …, if Cn then Sn end end

The UTIL-constructs Sequential composition (‘;’), if-then, if-then-else, repeat-
until, while-do, Declaration, and Call are also known in programming languages.

You can get a recursive definition if the procedure calls itself, as shown in [17] with
the Towers of Hanoi.

2.2 UTIL-Expressions: An Example

The following generic example of a UTIL-expression illustrates many of the constructs:

Example 1: A generic UTIL-expression

T1; Do task T1
if C1 then T2 else T3 end; If condition C1 holds then do task T2 else do task T3
T4; Do task T4
begin T5, T6 end; In any order: do task T5, do task T6
repeat T7 until C2; Repeat task T7 until condition C2 holds
either T8 or T9 end; Do either task T8 or task T9
perform P Call ‘subtask’ P

Note: Some authors make a distinction between a task (being atomic) and an activity
(being non-atomic). However we do not want to make such a distinction and call all of
them a task.
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2.3 Basic Building Blocks: An Example

In fact, our grammar fragment is not yet finished: The grammar rules for the non-terminal
<BBB> must be specified separately. They are domain specific or even application
specific. For example, BBBs could be assignment statements, i.e., BBBs of the form

<variable> := <expression>

In this way we get an (imperative) programming language. It contains procedure
declarations (define <PN> as <I> end) and procedure calls (perform <PN>). Our
generalization leads us from StructuredProgramming to Structured (Process)Modelling.

The non-deterministic construct ‘ <I>, <I>’ (for arbitrary order) might be appro-
priate for a programming language, but the non-deterministic constructs ‘maybe <I>
end’ and ‘either <I> or <I> end’ might be left out for a programming language.

Examples of application specific basic instructions are Register Student, Delete
Request,UpdateOrder, andRetrieve StockOverview. Or,more detailed,Register Student
with name x, address y, and birth date z, for instance.

3 Mapping UTIL to Activity Diagrams and to BPMN

In this section, wemapUTIL-expressions toActivity Diagrams and to BPMN.We define
two mappings: a mapping function Fa from UTIL to Activity Diagrams and another
mapping function Fb from UTIL to BPMN. So, in summary:

Fa: UTIL → Activity Diagrams
Fb: UTIL → BPMN

We use the drawing generation tools Plantuml (plantuml.com) to generate Activity
Diagrams [18] andBPMNSketchMiner (bpmn-sketch-miner.ai/doc) to generateBPMN-
diagrams [19]. A drawing generation tool has text as input and a diagram as output:

For clarity, we classify and treat the grammar rules in the following five groups:

(1) for Basic Building Blocks (i.e., basic tasks) (1 case)
(2) for two tasks, with or without mutual ordering (2 cases)
(3) for conditional tasks, with or without condition and 

with or without alternative (4 cases)
(4) for loops (one or more times, or zero or more times) (2 cases)
(5) for Declaration and Call of sub-tasks (2 cases)

https://plantuml.com/
https://www.bpmn-sketch-miner.ai/doc
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See the (correspondingly numbered) Tables 1, 2, 3, 4 and 5. We neglect the auxiliary
construct skip. Below, the mapping functions Fa and Fb are defined inductively, follow-
ing the syntax of UTIL. Fa(S) stands for the Activity Diagram of task S, Fb(S) stands
for the BPMN Diagram of task S. We draw the diagrams vertically, not horizontally. So,
processes go from the top down.

Table 1. Basic Building Block (1 case)

Type Textual 
expression Activity diagram BPMN diagram

Basic task T

Table 2. Two tasks with or without mutual ordering (2 cases)

Ordering? Textual 
expression Activity diagram BPMN diagram

Yes S1; S2

No begin S1, S2 end

For reasons of space,Table 3 combines theUTIL-expression and theActivity diagram
in one column.
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Table 3. Task with or without explicit condition and with or without alternative (4 cases)

Explicit 
Condition?

Alter-
native?

Textual expression 
Activity diagram BPMN diagram

Yes Yes

if C then S1 else S2 end

Yes No

if C then S1 end

No Yes

either S1 or S2 end

No No

maybe S1 end

The BPMN-diagram of the while-loop in Table 4 is based on equivalence (E01):

(E01) while C do S end ≡ if C then repeat S until not C end
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Table 4. Loop (2 cases)

Type Textual expression Activity diagram BPMN diagram

one 
or 
more 
times

repeat S until C

zero 
or 
more 
times

while C do S end

For the mapping of perform P to an Activity Diagram, Table 5 makes use of the

so-called rake-symbol (shown on the right):

Table 5. Declaration and call of a (sub)task (2 cases)

Type Textual expression Activity diagram BPMN diagram

Declaration define P as S end

BPMN does 
not have a
separate 

declaration
possibility

Call perform P
P

We propose that BPMN should get a separate process declaration possibility as well.
Applying ourmapping rules to Example 1, we get the correspondingmapping results

as shown in Figs. 2A and 2B.
In the case of Activity Diagrams and BPMN Diagrams, the final mapping result is

often preceded by a start circle and followed by a final circle, as shown in Figs. 3A and
3B.
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Fig. 2A. Activity Diagram for Example 1 Fig. 2B. BPMN Diagram for Example 1
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Fig. 3A. Begin and end of an Activity
Diagram

Fig. 3B. Begin and end of a BPMN Diagram

4 Declarative Semantics for UTIL-Instructions

We recall the declarative semantics for UTIL-instructions from [1]: We consider the
semantics of an individual action to be the state transition it achieved, i.e., from an ‘old’
state to a ‘new’ state. Therefore we model the semantics of an individual action as a
state transition, i.e., a pair of states (s; s′); we call s the ‘old’ state and s′ the ‘new’ state.

We are inclined to model the semantics of an instruction as a function that assigns
to any (‘old’) state a (‘new’) state. However, an instruction can be non-deterministic
(e.g., ‘Either do A or do B’). Therefore, we will model the semantics of an instruction
as a relation, namely the set of possible transitions that that instruction can achieve. We
note that ‘executing a non-deterministic instruction’ corresponds to choosing one of the
possible ‘new’ states as the next state.

To link instructions and conditions to semantics, an ‘interpretation function’ m is
needed. For an instruction e, m(e) can be read as the meaning of e, where m(e) is the
transition relation representing the set of all of possible transitions that instruction e can
achieve. For a condition c, m(c) is a function that assigns to each state x a value 1 (for
‘c is true in state x’) or 0 (for ‘c is false in state x’).

For a basic instruction e, m(e) must get an application-dependent specification. For
each state, the ‘new’ state(s) must be specified. E.g., for the Register Student example,
the ‘new’ state might be the ‘old’ state plus that info of that one extra student (or stays
the ‘old’ state if some constraint is not met).

For all grammar rules of UTIL, and therefore for all composite instructions, [1]
defines m(e) inductively in terms of the constituents of instruction e. Below, we recall
some of them, using the following notations:

• id(U) { (s;s) | s ∈ U }, called the identity on U,
where U is the set of possible states (a.k.a. the universe of discourse)

• R1 � R2 denotes the composition of relation R1 followed by R2, i.e., consisting of
all the ‘combinations’ of transitions in R1 ‘interlinked with’ transitions in R2:

R1 □ R2 { (x;z) | ∃y∈dom(R2): (x;y) ∈ R1 and (y;z) ∈ R2}

• For an instruction e and a condition c, we define:

m(e) m(c) { (x;y) ∈ m(e) | m(c)(x) = 1 }, the e-transitions where c starts true
m(e) m(c) { (x;y) ∈ m(e) | m(c)(x) = 0 }, the e-transitions where c starts false
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The meaning of the instructions in terms of the meaning of their constituents:

m( skip ) id(U)
m( e1; e2 ) m(e1) □ m(e2) /* composition of relations
m( either e1 or e2 end ) m(e1) ∪ m(e2) /* set-theoretical union
m( begin e1, e2 end) (m(e1) □ m(e2)) ∪ (m(e2) □ m(e1)) 
m( if c1 then e1 else e2 end ) (m(e1) m(c1)) ∪ (m(e2) m(c1)) 

Moreover, because ‘if c1 then e1 end’ abbreviates ‘if c1 then e1 else skip end’ and
‘maybe e1 end’ abbreviates ‘either e1 or skip end’, we can compute their meaning
too. For instance: m(maybe e end) = m(either e or skip end) = m(e1) ∪ id(U)

Given the formal semantics, we could now formally prove several properties, e.g.,
whether certain transformations are meaning-preserving.

5 Declarative Semantics for Some BPMN and Activity Diagrams

Given the declarative semantics for the composed UTIL-instructions and the mappings
from UTIL-instructions to Activity Diagrams and BPMN Diagrams, we are able to pro-
vide a declarative semantics for those diagrams aswell. In Table 6, we present the derived
formal, declarative semantics of some of the BPMN and Activity Diagram constructs
treated earlier.

Table 6. Declarative semantics of some of the Activity Diagrams and BPMN Diagrams, as well
as their corresponding UTIL-expressions

Sequential
composition Arbitrary order Alternative Choice

m(D1) □ m(D2) (m(D1) □ m(D2)) ∪
(m(D2) □ m(D1)) 

(m(D1) m(C)) ∪
(m(D2) m(C))

m(D1) ∪ m(D2)

S1; S2 begin S1, S2 end if C then S1 else S2 end either S1 or S2 end
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(D1 is the diagram corresponding to S1 and D2 is the diagram corresponding to S2.)

6 Instructions with Explicit Actors

In the case of a standard programming language (as in Sect. 2.3) there is only one actor,
namely ‘the computer’. But if the individual instructions are spread over two or more
actors, we might need to indicate the actor (role) to fulfil that task. Also for a condition,
it should be indicated which actor must do the condition check if there are several actors.

An actor can be anything that can ‘act’, e.g., a human being, a team, a system, a
software application, a sensor, etc. It could also be a department or another organiza-
tional entity to take care of a task (e.g., ‘quality control’). And in describing biological
processes, the actor could be a biological cell, for instance.

6.1 Indicating Actors in UTIL

In UTIL, an instruction (‘task for actor’) and a condition can have the following form:

<actor> ⁝ <task> <actor> ⁝ <condition>

The grammar for the new start symbol <T+A> (for ‘Task for Actor’) can then be
as follows, where the grammatical additions are underlined:

<T+A> ::= <actor>⁝ <BBB>│ <T+A>; <T+A>│skip
│if <actor>⁝ <condition> then <T+A> [else <T+A>] end
│repeat <T+A> until <actor>⁝ <condition>
│while <actor>⁝ <condition> do <T+A> end
│<actor>⁝ maybe <T+A> end│<actor>⁝ either <T+A> or <T+A> end
│ begin <T+A>, <T+A> end│<actor>⁝ perform <PN>

<D>    ::= define <PN> as <T+A> end

We note that adding actors might be done in a later (incremental) development stage.
As an illustration (and further explanation), suppose that in Example 1 the

instructions are spread over three actors (A1, A2, and A3) as follows:

Example 2: Our generic UTIL-expression with explicit actors

A1⁝T1; Actor A1 must do task T1
if A1⁝C1 Actor A1 must check condition C1; if C1 holds

then A1⁝T2 else A1⁝T3 end; then A1 must do task T2 else A1 must do task T3
A2⁝T4; Actor A2 must do task T4
begin A1⁝T5, A2⁝T6 end; In any order: Actor A1 must do task T5, A2 must do T6
repeat A2⁝T7 until A2⁝C2; Actor A2 must repeat task T7 until condition C2 holds
A3⁝ either A3⁝T8 or A3⁝T9 end; Actor A3 must do either task T8 or task T9
A3⁝ perform P Actor A3 must do ‘subtask’ P
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6.2 Diagrams with Actors (in Situ)

For BPMN and Activity Diagrams, the Basic Building Blocks and conditions could be
adapted accordingly, as shown in general in Fig. 4.

Figures 5A and 5B show the results for Example 2.

Fig. 4. Indicating the actor to do the task or condition check

6.3 Diagrams with Swim Lanes

However, there is a nicer way to represent diagrams with actors. To clearly visualize
in BPMN and Activity Diagrams, which actor must do what, we can make a separate
column for each actor involved, pull each task and condition (horizontally) to its proper
column, and then remove the actor from the tasks and conditions. Those columns are
also known as swim lanes. For each diagram, Table 7 shows a Basic Building Block with
actor in a swim lane.

Applying this (together with our mapping rules) to Example 2, we get the corre-
sponding BPMN and Activity Diagram with swim lanes as shown in Figs. 6A and
6B.
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Fig. 5A. Activity Diagram for Example 2 Fig. 5B. BPMN Diagram for Example 2
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Table 7. Basic Building Blocks with actors in a swim lane

UTIL-
expr.

Activity 
diagram

BPMN-
diagram

A⁝ T

A A

Fig. 6A. Activity Diagram
(with swim lanes) for
Example 2

7 Summary and Conclusions

We distinguished two types of basic building blocks (BBBs) regarding actions:

1. T /* Task T must be done
2. A⁝ T /* Actor A must do task T

A task is typically formulated as an imperative verb phrase, while an
object/message/information/‘thing’ M is often formulated as a noun phrase, maybe pre-
ceded by an (in)definite article. On top of those BBBs, we specified constructors to
express composite action patterns. E.g., the construct

A0⁝ either A1⁝ T1 or A2⁝ T2 end

expresses that actor A0 must decide whether actor A1 must do task T1 or actor A2
must do task T2. (A0 might be a ‘boss’, while A1 and A2 might be subordinates.)
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Fig. 6B. BPMN Diagram (with swim lanes) for Example 2

We defined mappings from the Universal Textual Instruction Language template
UTIL to Activity Diagrams and to BPMN, with and without swim lanes. Earlier work
already defined a mapping Fs from UTIL to Sequence Diagrams and a mapping Fn to
natural language (English in that case). In summary:

Fa: UTIL → Activity Diagrams
Fb: UTIL → BPMN
Fs: UTIL → Sequence Diagrams
Fn: UTIL → NL (English)
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SinceUTILhas a formal, declarative semantics [1],wewere able to give thegenerated
diagrams a formal, declarative semantics as well (e.g., see Table 6). This provides a basis
to study those diagrams and to compare them on a semantic level as well.

We also proposed that BPMN should get a separate process declaration possibility
(see the gap in Table 5).

8 Future Work

The work presented in this paper provides a basis to compare the diagrams on a semantic
level, because it indirectly shows the correspondence between Activity Diagrams and
BPMN Diagrams. It opens the way for further fruitful research, for instance, to work
out semantic comparisons between those diagrams. Since many UTIL-constructs are
similar to programming language constructs, our mappings relate Activity Diagrams
and BPMN Diagrams to programming language constructs as well. It leads us from
Structured Programming to Structured (Process) Modelling.

Several research questions emerge, e.g., to what extend can they provably express
the same things? Another nice exercise would be to express all 43 workflow control
patterns mentioned in [16] in UTIL. For instance, as mentioned in Sect. 2.1, the general
OR-split and -join can be expressed in UTIL as

begin if C1 then S1 end, if C2 then S2 end, …, if Cn then Sn end end

As another example, a generalOR-split and -join not driven by conditions but decided
by (human) actors, can be expressed in UTIL as

begin A1⁝ maybe B1⁝ S1 end,  A2⁝ maybe B2⁝ S2 end,  …,  An⁝ maybe Bn⁝ Sn end
end

expressing that actor A1 decides whether actor B1 might do S1, actor A2 decides
whether actor B2 might do S2, …, and actor An decides whether actor Bn might do Sn.
(As is usual with variables, those differently mentioned actors could be the same.)

Given the formal semantics, we could now formally prove several properties, e.g.,
whether certain diagrams have the same meaning.

Acknowledgments. The author wants to thank the anonymous reviewers for their useful
suggestions.
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Abstract. In the digital systems industry, there is a critical intersec-
tion between business process modeling and software engineering. This
means that companies need to coordinate and align both business pro-
cess models and conceptual models. However, responsibilities are often
divided within the companies, with individuals having expertise in only
one of these areas. This division makes the transition from business pro-
cess models, typically represented as BPMN diagrams, to Conceptual
Models, represented as UML Class Diagrams, a challenging task. The
difficulty arises from the intrinsic differences between the two notations.
This paper proposes an approach to address this problem by developing
a software system that leverages the capabilities of OpenAI’s ChatGPT
to extract contextual information from BPMN diagrams and generate
corresponding UML Class Diagrams. This approach provides a system-
atic method for transforming business process models into software-based
conceptual models. Furthermore, it demonstrates the potential of Artifi-
cial Intelligence in automating the complex task of software engineering
when combined with business process management.

Keywords: Business Process Model Notation (BPMN) · Conceptual
Model · Large Language Models · Model Driven Development

1 Introduction

BPMN serves as the industry standard for crafting business process models [8,
20]. Within the realm of digital systems, depicted through UML Class Diagrams,
there’s a growing demand to transition seamlessly between these notations [2,6].
However, manual processes are prone to errors, impeding this translation.

The challenge lies in bridging the gap between business process modeling and
software engineering, two fields with inherently different focuses and require-
ments. Business process modeling often involves understanding social theories
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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https://doi.org/10.1007/978-3-031-64073-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-64073-5_6&domain=pdf
https://doi.org/10.1007/978-3-031-64073-5_6


84 R. Lopes et al.

and analyzing organizational behaviors to create accurate models. On the other
hand, software engineering requires expertise in computational domains like
scalability and resource management to develop effective systems. Connecting
these domains requires a deep understanding of both, necessitating collaboration
between business analysts and software engineers [3,20].

While there has been considerable research on BPMN to UML Class Dia-
gram transformations, the proposed methods often compromise on critical qual-
ity aspects necessary for practical application.

Recent advancements in Artificial Intelligence (AI) and the success of Large
Language Model (LLM)s offer an opportunity to extract context from data effec-
tively [19]. We aim to use these advancements to enhance existing BPMN to
UML Class Diagram transformation solutions.

Our proposed software system takes an Extensible Markup Language (XML)
representation of a BPMN diagram as input and generates a complete UML Class
Diagram without the need for additional user input. We will leverage OpenAI’s
ChatGPT, extracting contextual information for the transformation with the
intention of aligning the Conceptual Diagram with the business process. This
Diagram can serve as a foundation to guide software development.

Our paper marks the initial phase of a novel approach to transforming busi-
ness processes into software systems. It introduces a systematic method for
smoothly converting business process models into software-based conceptual
models, thereby reducing the need for user expertise. Additionally, it investi-
gates whether AI can streamline the complex task of software engineering when
combined with business process management. This synergy lays the groundwork
for further progress in both fields.

The remainder of this paper is structured as follows. Section 2 provides
essential contextual information on domains pertinent to the research, such as
Business Processes, Conceptual Models, and Model Transformations. Section 3
presents a critical analysis of existing literature pertaining to the research topic,
accompanied by comparisons among the reviewed materials. This section offers
insights into the aspects of the theme that have been researched and those that
require further exploration, thereby guiding the development of the subsequent
sections. Section 4 outlines the development of the transformation, encompass-
ing preliminary steps, transformation rules, and the approach employed for
execution. Section 5 showcases an example of the transformation’s execution.
In Sect. 6, we discuss the challenges encountered during the research process.
Finally, in Sect. 7, we evaluate the results of our research and present conclu-
sions drawn from the work conducted.

2 Background

This background section begins with a discussion of BPMN (Subsect. 2.1), con-
tinues by providing an overview of our understanding of conceptual models
(Subsect. 2.2), and concludes with a brief summary of model transformations
(Subsect. 2.3).
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2.1 BPMN

The BPMN, recognized globally as a language for modeling business pro-
cesses, provides organizations with a graphical representation of their operational
sequences and interactions, facilitating effective comprehension and communica-
tion of internal business procedures. Initially developed by the Business Process
Management Initiative (BPMI) and now maintained by the Object Manage-
ment Group (OMG), BPMN has undergone significant evolution over the years.
With the introduction of BPMN 2.0 in 2011, notable enhancements were made,
enabling support for complex modeling use cases, such as event-driven processes
[7]. Today, BPMN stands as a mature and widely accepted notation, empowering
organizations to enhance processes, optimize operations, and achieve efficiency
and agility [8].

Within this context, these models are established using a metamodel that
employs the UML notation [12], recognized as the standard for software engineer-
ing modeling. Organized into multiple layers, BPMN’s Core layer is particularly
significant, housing essential elements like Process, Choreography, and Collabo-
ration, pivotal for constructing BPMN diagrams [7]. This study centers on the
process metamodel, as depicted by a fragment in Fig. 1, with our transformation
patterns directly referencing this metamodel.

The partial BPMN metamodel depicted in Fig. 1 illustrates that the meta-
class Process inherits traits from FlowElementsContainer, encompassing various
FlowNodes (Activity, Event, and Gateway) interconnected by SequenceFlows [7].
SequenceFlows indicate the sequence of activities within a process, linking Tasks,
Gateways, and Events to one another.

2.2 Conceptual Models

The conceptual models provide abstract representations or simplified descrip-
tions of systems, concepts, or ideas [1]. They are used to break down complex
concepts into manageable visual components, aiding understanding.

There are various types of conceptual models, such as mind maps [9,10],
feature models [14], among others. This paper focuses on conceptual software
models represented by UML Class Diagrams [12]. These diagrams illustrate the
static structure of a software system, including classes, attributes, relationships,
and interfaces. Unlike specific programming languages or technologies, UML
Class Diagrams provide high-level views of software systems and can guide code
generation. Figure 2 presents a snippet of its metamodel, which comprises two
primary elements: the classifiers (and their internal structure) and the relation-
ships among the classes.

A classifier (Classifier) can either be a class (Class) or an association (Asso-
ciation). A class (Class) serves as a descriptor for a set of objects with behavior,
structure, and similar relationships [12]. Classes consist of properties (Property)
that define their state and elements that define their behavior (Operation). Basic
data types describe a set of values without identity, typically corresponding to
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Fig. 1. Fragment of the BPMN metamodel [7].

Fig. 2. Fragment of the Class Diagram metamodel [12].
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numbers, strings, dates, and times. In addition, class diagrams delineate vari-
ous relationships, including association, aggregation, and composition, as well
as dependencies, inheritance, and realization [12].

2.3 Model Transformations

The model transformations involve automatically manipulating input models
to generate output models that conform to a specific specification and serve a
particular purpose. This procedure finds extensive application across software
engineering, system design, and scientific modeling domains. The goals of model
transformation include refining models for greater detail, adapting them to dif-
ferent use cases, creating reusable templates, and transforming source models
into target models while preserving essential information [5].

In a model-to-model transformation, a transformation language is applied
to the metamodel of an input model, converting it into a target metamodel.
LLMs, such as ChatGPT, are trained on extensive textual datasets and excel
in Natural Language Processing (NLP) [17]. They demonstrate proficiency in
creative writing, conversational abilities, and technical skills like code generation.
However, LLMs encounter reliability and accuracy issues. They often present
statements as facts, even when they might be incorrect. Over-reliance on LLMs
can also result in skill degradation [18]. It’s imperative to rigorously test LLMs
for specific use cases and validate their outputs.

3 Related Work

The study by [16] aims to use Query View Transform (QVT) [11] to derive a
UML Class Diagram from a BPMN diagram. The approach relies on class and
method names within the process flow for automatic transformations. However,
it does not address class attributes or various BPMN elements such as Error
Events, Timer Events, and Data Inputs/Outputs.

In [13], the goal is to enhance the relationship between Informations Sys-
tem (IS), Computing Independent Model (CIM), and Business Process (BP).
They propose an Model Driven Architecture (MDA) compliant approach called
DESTINY to automate the generation of an IS Analysis model from a Business
Process Management (BPM) described in BPMN notation. However the gram-
matical rules employed by DESTINY may potentially introduce errors and inac-
curacies, e.g., when software architects with limited BP knowledge are involved.

The BPM2CD method, as proposed in [4], involves transforming BPMN dia-
grams into UML Class Diagrams with manual intervention from a knowledgeable
Business Analyst (BA). The BA identifies pertinent nouns in BPM activities,
which are then translated into classes. Subsequently, the BA establishes a repos-
itory of Concept Categories (e.g., “Roles of people” or “Recording of finances”)
and maps examples from the BP. The result is a comprehensive UML Class
Diagram; however, the manual nature of the process demands highly qualified
BAs and developers, introducing the potential for errors.
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The TMBC method, as proposed by [15], automatically transforms BPMN
diagrams into UML Class Diagrams by applying rules to specific BPMN
elements. It excludes certain elements and generates associations based on
Pool/Lane placement and process flow. Although efficient, some transforma-
tions may not be optimal. Additionally, it lacks attributes and formal association
handling.

We analyzed the papers based on three performance indicators: (i) The out-
put is a complete UML Class Diagram; (ii) The transformation rules do not
limit the construction of BPMN; (iii) The transformation does not need extra
input from the user. Paper [16] meets criterion (iii), [13] meets criterion (i),
[4] meets criteria (i) and (ii), and [15] meets criteria (ii) and (iii). One of our
research objectives is to develop a transformation method that satisfies all three
objectives.

4 The Proposed Method

4.1 Preliminary Steps

Recognizing that we were using ChatGPT for our transformation, we deemed it
beneficial to simplify the diagram representation. This would not only enhance
the diagram’s comprehensibility to the LLM but also reduce the character count
in our inputs, thereby trimming processing time and costs. To achieve this, we
extracted an XML representation of diagrams from the open-source tool draw.io.
Subsequently, we parsed the XML to retain only essential information in an easily
readable format.

To ascertain if ChatGPT could directly transform a BPMN diagram into a
UML Class Diagram, we conducted a straightforward experiment. We provided
ChatGPT with the XML code of a BPMN diagram and prompted it to generate
the equivalent XML code for a UML Class Diagram. Our findings revealed that
ChatGPT 3.5 lacks the capability to produce valid transformations or construct
logically structured UML Class Diagrams.

Furthermore, we conducted additional experiments aimed at completing
incomplete UML Class Diagrams. Since our transformation process requires a
comprehensive diagram as output, we deliberately removed information from a
UML Class Diagram. Subsequently, we supplied the equivalent BPMN diagram
to ChatGPT and prompted it to fill in the missing parts of the UML Class
Diagram. Each experiment was repeated three times to ensure consistency in
ChatGPT’s responses.

These experiments are depicted in the accompanying Fig. 3 and are explained
below.

Experiment 1 (Remove Client to Driver Association): In this experiment,
we assessed whether ChatGPT could fill in incomplete conceptual models. We
removed the directed association from the “Client” class to the “Driver” class
and requested ChatGPT to establish the type and direction of the relationship
between them.
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The expected outcome was “Directed Association - Driver to Client”. The
generated outputs were: “Directed Association - Driver to Client”, “Directed
Association - Driver to Client”, and “Directed Association - Driver to Client”. As
intended, ChatGPT successfully identified the association along with its source
and target.

Experiment 2 (Remove Vehicle/Client Multiplicity): Multiplicity in UML
Class Diagram relationships is arguably the most intricate aspect of the trans-
formation, as it is deeply intertwined with the context of the classes involved.
Therefore, we removed the multiplicity in the relationship between the “Vehicle”
and “Client” classes and tasked ChatGPT with completing it. We expected the
output to be “Vehicle - 1..*, Client - 0..*”. However, the generated outputs were:
“Vehicle - 0..*, Client - 0..1”, “Vehicle - 1..*, Client - 0..1”, and “Vehicle - 1..*,
Client - 0..1”. Although ChatGPT failed to capture the context implying that
multiple clients can rent a car simultaneously, the other assertions were mostly
accurate.

Based on these experiments, we concluded that ChatGPT is suitable for
simple completion tasks, and thus, we devised transformation rules with these
capabilities in mind.

Fig. 3. Diagram Completion Experiments

4.2 Transformation Rules

Here we define the transformation rules, where both the process and rationale
for each rule will be elucidated. Rules will consist of a standard segment, which
pertains to the transformation without the assistance of an LLM. Some rules
will also include an LLM segment, detailing how the LLM supports the transfor-
mation rule. The basic structure for the rules is inspired by those found in [15],
albeit with adjustments made to accommodate the introduction of the LLM.
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Rule 1 - All Lanes and Pools become classes: In BPMN, Lanes and
Pools denote roles and subjects within the system that carry out tasks essen-
tial for completing the business process. Consequently, they are represented in
software development as classes responsible for executing operations. Pools and
Lanes in the BPMN diagram will be depicted as classes, bearing the same name
with an appended suffix “Actor”.

Rule 2 - Tasks become operations: In BPMN, a Task describes an action
that must be performed to complete the business process. In software architec-
ture, these Tasks equate to operations that exist in classes. The method derived
from the Task is then situated within the class derived from the Pool/Lane
housing the Task.

Rule 3 - All Data Objects become classes: Data Objects are used to
represent when a task requires or manipulates data. From a software architecture
viewpoint, these can be seen as the parameters and return types of operations,
respectively. Consequently, each Data Object is converted into a Class with the
same name. These Classes function as “Data Classes”, primarily data types
and pertinent internal behaviors within the system. Additionally, Data Objects
generate attributes within the Class derived from the Pool/Lane they reside in
denoted by “List<NameOfDataObject>NameOfDataObject+List”.

Rule 4 - Data Stores become empty classes: Data Stores are sequences
of raw data that are to be stored in some database, such as JSON objects. In
a Class Diagram, Data Stores are represented as an empty class with the same
name as the Data Store, with the suffix “Data”.

Rule 5 - Relationships between classes: Every BPMN element turned
into a Class (except for Pools) will create a directed association relationship
from its parent Class to the generated Class according to the following hier-
archy: Pool → Lane → DataObject/DataStore. This establishes how elements
higher up in the system hierarchy can use the Classes generated by lower-level
elements. LLM: The LLM aspect is particularly crucial in determining relation-
ships, primarily in establishing multiplicity. This task is best accomplished with
an understanding of the system structure and context of the business process.
Additionally, the LLM provides further relationships beyond those stipulated by
the rules, requiring contextual comprehension, such as the association between
a “Reservation” class and a “User” class.

Rule 6 - Operations parameters and return types: In BPMN Tasks
can require and manipulate Data Objects. When a Task manipulates a Data
Object, its operation will return the type generated by that Data Object. Simi-
larly, if a Task requires Data Objects, the parameters of its operation will be of
types generated by those Data Objects. In instances where Tasks lack sufficient
information to determine these properties, a “N/A” string will be substituted
for the parameter/return type. LLM: The LLM aspect aids in completing the
fields marked with “N/A”.

Rule 7 - Message Flows: Message Flows indicate that one agent is com-
municating with another, enabling Classes generated in different Pools to be
related. Therefore, Message Flows establish association relationships directed
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from the Class derived from the source of the Message Flow to the Class derived
from the target of the Message Flow.

4.3 The Transformation Approach

This section explains the approach conceived to perform the transformation. An
Object-oriented approach was selected, entailing the creation of data types for
BPMN and UML elements, alongside a “Transformation” class responsible for
applying the rules to these elements. To better manipulate and store BPMN and
UML elements, we established the system structure, the simplified representa-
tion of which is depicted in Fig. 4. We opted to maintain a “loose” definition of
BPMN elements, considering their potential structural variations, while UML
Class Diagram elements are more precisely defined within the system. This deci-
sion aimed to streamline the logic in the transformation process and facilitate
visualization of the UML Class Diagram.

Fig. 4. System Structure Classes

The transformation process is illustrated in Fig. 5 and comprises three main
stages. In the “Pre-Processing” stage, essential information is extracted from
the XML code representing the BPMN diagram, creating a “BPMNDiagram”
class composed of many “BPMNElements”. Subsequently, the “BPMNDiagram”
class undergoes the “Transformation” stage, where the rules defined in 4.2 are
applied to the BPMN elements. This process generates an incomplete UML
Class Diagram, which is refined through interaction with ChatGPT, following
the guidelines specified in Subsect. 4.2, resulting in an instance of the “UML-
ClassDiagram” class. Finally, this class is passed to the “Visualization” stage,
where XML code is generated from the diagram, enabling visualization and fur-
ther editing by the user in the draw.io tool.
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Fig. 5. Transformation Process

5 Proof of Concept

For this proof of concept, we utilized a benchmark BPMN diagram, depicted in
Fig. 6, and processed it through our system. The result, excluding the ChatGPT
stage, is presented in Fig. 7. Subsequently, the diagram produced by the system,
incorporating the ChatGPT stage, is displayed in Fig. 8.

ChatGPT completed the classes with internally relevant attributes, added
multiplicity to the relationships, and created two new relationships, one from
the “Customer” class to the “AttendantActor” class, which could define that
attendants heed a customer, and one from the “Reservation” class to the “Vehi-
cleLoaningActor” class, which could represent the reservation itself containing
information about the vehicle loaning establishment.

Fig. 6. Proof Of Concept - Benchmark BPMN diagram
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Fig. 7. Proof Of Concept - Result without ChatGPT

Fig. 8. Proof Of Concept - Result with ChatGPT
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6 Challenges

The primary challenges encountered in this research revolve around integrating
an LLM solution into a software system. With OpenAI’s API, there is no pro-
vision for maintaining a model with context that the users can interact with
repeatedly. Consequently, each time the system prompts ChatGPT for informa-
tion, all BPMN and UML Class Diagram data must be resent to the model.
This accumulates token costs over time. While theoretically, this could be cir-
cumvented by batching all desired requests and parsing the reply, it introduces
excessive complexity for both the system and the model.

Another challenge, particularly noticeable with ChatGPT 3.5, is the occa-
sional failure to follow instructions perfectly. This can lead to instances where
the model’s output structure deviates from the requested format, making it
unreadable by the system. While GPT-4 addresses this issue to some extent
with significantly improved instruction following, the increased cost exacerbates
the original challenge.

7 Conclusions

The transformation of BPMN diagrams into UML Class Diagrams poses a signif-
icant and complex challenge for enterprises seeking to develop software systems
from business processes. This paper introduces an automatic transformation
method that leverages AI assistance in an attempt to produce a comprehensive,
context-aware UML Class Diagram from a BPMN Diagram, offering a user-
friendly solution to this challenge.

The proposed method involves refining the diagram’s representation and
defining rules tailored specifically to collaborate with a LLM, which OpenAI’s
ChatGPT further enhances. Additionally, a software transformation system is
developed to facilitate the processing of diagrams and execute the transforma-
tion automatically, making the method practical and accessible to users. A proof
of concept is presented, demonstrating how the transformation process converts
a small BPMN diagram representing a vehicle rental facility’s business process.

Regarding future research directions, the initial focus will be on complet-
ing the visualization stage of the transformation process and adding internally
relevant methods into the classes using ChatGPT.

While our proposed method currently generates a somewhat context-aware
diagram, we aim to enhance it further by developing a method that produces
diagrams inherently based on the context provided by the business process. To
achieve this, we will explore various approaches, including adapting rule behav-
iors to align with the context of the Business Process and improving the system’s
management of relationships beyond associations. Efforts will also be made to
address challenges associated with working with LLMs, such as the cost of mul-
tiple prompts with the same context, and the organizing ChatGPT responses
for easier parsing.
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Abstract. Methods are important in information system development (ISD), but
skills and knowledge of the participants in the project matter as well. The paper
focuses on projects in the business environment, and the part of ISD that bridges
the gap between the social world of the business organisation and the formal world
of software development. In the theoretical part, research is discussed from quite
diverse disciplines. The common factor is that all theories are in some way related
to the creating, presenting and developing of new structures that will change
the social environment. A case is presented for an application and analysis of
the theoretical concepts, paying special attention to the importance of managing
differing worldviews and different kinds of knowledge in a project.

The paper shows how a design process is a complex of multiple interdepen-
dent learning cycles (a concept from Soft Systems Methodology), where different
knowledge domains and different kinds of knowledge are involved.Different kinds
of artefacts are involved in the coordination between the different learning cycles.
An important group of artefacts has a life cycle that start as an empty shell with a
suggestive name, evolving in subsequent cycles into formally and fully specified
IT concepts. In the transition from the social world of business to the formal world
of IT, social skills and knowledge about human behaviour is crucial in information
system development.

Keywords: Information system Development · Design Cycle · Knowledge ·
Artefacts · Phronesis

1 Introduction

In the early 80s Iwas struck by the title of an article byVanRees about information system
development (ISD): ‘De methode doet het niet’ [1]. In Dutch, it is a nice ambiguous title
because it carries two meanings: “The method does not work” and “The method does
not do the work”. The article tells us that in case of ISD gone wrong you should not
blame the method for failing to deliver. It is the person who does (not) do it, not the
method. In the decades since, when reading or hearing examples of successfully applied
methods, the message conveyed by that title frequently comes to mind: to what extent
was it the method that brought about the results, and to what extent were the results
due to the skills of the analysts applying the method? How much tacit knowledge, how
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many implicit assumptions are hidden in the method? When methods in information
system development (ISD) are discussed, the suggestion is often that any competent
person would achieve successful results when using the method under discussion (or, by
inversion of the argument, that the same person using a different method would achieve a
lesser result). But I am wondering: is the role of a method in ISD to rigorously prescribe
“how to do it”, or is its role more that of a toolbox of models and heuristic guidelines
to be skilfully applied in a given context by a competent analyst? In this paper I want to
analyse the questionwhat kind of skills and knowledge are required in ISD as a necessary
complement to applying methods.

The primary domain of the paper is the development of business information sys-
tems, although most of the arguments will most likely apply to public organisations as
well. In previous work I discussed the fundamental difference between the social world
of business and organisations (governed by social sign system, especially natural lan-
guage) and the formal world of IT systems (logical machines governed by formal sign
systems). The development of a business information system could therefore be viewed
as constituted of three elements. One element is the building of the logical machine (soft-
ware development). Another element is the deployment of IT system in the organisation
(implementation). The element this paper focuses on is about finding the specifications
of the logical machine that will serve the purposes of the business organisation. The latter
element is about bridging the gap between the social world of business and the formal
world of the IT system. This element can be fully isolated in ISD (cf. De Brock [2]), or
be “embedded” in software development (as in some agile methods). No matter how the
ISD project is organised, nomatter who, how, when or where the formal specifications of
the software are determined, an IT system is a system governed by formal rules [3]. This
leads to the question to be discussed in this paper: what kind(s) of knowledge and what
kind(s) of skills are involved in the transition from the social world of the organisation
to the formal world of IT systems?

The paper is structured as follows. In the next section some relevant background
notions about business and IT systems will be briefly explored. The main theoretical
part is Sect. 3, where research will be discussed about skills, knowledge, design, experi-
mentingwithmodels, and the role of artefacts in human cognition. The relevance of these
theories for ISD will be discussed, drawing conclusions about the kind of knowledge
and skills that are involved in developing a proper IT system for the business organi-
sation. Section 4 presents an illustrative case from industry, showing how the kinds of
knowledge and skills discussed in Sect. 3 present themselves during an actual project.
Section 5 discusses the theories and the case in the wider context of ISD, followed by
the concluding section.

2 About Business, Business Organisations and IT Systems

The domain of the paper is the development of business information systems. The envi-
ronment in which such systems are used is not fully predictable (although the behaviour
of the system as such should be), for users can exploit the system in creative and unex-
pected ways in order to achieve their goals (also, negatively, to frustrate other peo-
ple’s goals). It is not about IT used for automation in controlled, stable and predictable
environments.



An Analysis of Kinds of Skills and Knowledge in ISD 99

Secondly, it is about environments where processes are not strictly hierarchical but
often to some degree reciprocal and interdependent, and where multiple user commu-
nities are involved. Interdependency means a reciprocal relation between processes,
for example while the planning process initially is triggering production runs, later on
(actual) production runs might also trigger the planning process. Or when the planner
asks a production supervisor: “could youmanage to achieveX by 15:00?”, and the super-
visor answers “Yes, provided that you can arrange Y and Z for me”. Heterogeneity of
the user community is about hierarchical levels (execution of primary processes, super-
vising, controlling, managing, strategizing) as well as about different business domains
(sales, production, planning, quality assurance, finance).

It is useful to recapitulate briefly the view on business and its information systems
based on the theory of the firm [4, 5] and on business contracts [6, 7]. The rationale
of a firm is in doing business on its markets, business relations are important in avoid-
ing excessive transaction costs and business contracts are relational contracts embed-
ded in a social context of regulations, conventions and expectations). Organisational
processes are subservient to those business transactions, and business information sys-
tems are subservient to the organisational processes. Hence, doing business, executing
organisational processes, is embedded in the social world and natural language (which
includes ‘legalese’ or language used by professionals of the law). IT systems are logical
machines, rigidly executing logical instructions on pre-categorised inputs and behaving
like a state-transition machine.

3 Theoretical Background

3.1 General

The theoretical background is based on the work of three different researchers in three
different domains: Bent Flyvbjerg, who is a leading expert in the field of megaprojects;
Simon Kretz, who is an architect, urban designer, lecturer and design researcher, and
Barend van Heusden who is a researcher in the domain of the relation between cognition
and semiotics and who has recently published about the role of the artefact as fourth
type of sign. All three authors can be viewed as reflective practitioners as analysed by
Schön [8], combining practical work with reflection and research. All are involved in
researching creative cognition processes in the social world, rather than explaining away
such processes as just a product of some intangible and inexplicable act of creativity.
This makes their theories relevant for the subject of this paper, the role of skills and
knowledge in ISD.

The three authors will each be discussed in a separate section, followed by two
sections that relate these theories with requirements engineering and information system
development. I will argue that the combination of the three theories can explain and
enrich the central concept of the Learning Cycle in Soft Systems Methodology [9].
The theories also exemplify why (and to what extent) instrumental rationality should
be complemented by practical skills in working in the social world while developing
information systems.
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3.2 Flyvbjerg – Megaprojects as Trait-Making Projects

Megaprojects. “Megaprojects are large-scale, complex ventures that typically cost $1
billion or more, take many years to develop and build, involve multiple public and pri-
vate stakeholders, are transformational and impact millions of people […] Conventional
project managers should not lead megaprojects. Megaprojects require reflective prac-
titioners […] as leaders who have developed deep domain experience in this specific
field” [10]. “The iron law of megaprojects: over budget, over time, under benefits, over
and over again” [10]. “Generally […] such projects tend to ‘break’ sooner or later, for
instance when reality catches up with optimistic, or manipulated, estimates of schedule,
costs or benefits, and delays, cost overruns, and so on follow. Projects are then often
paused and reorganized […] in an attempt to ‘fix’ problems and deliver some version of
the initially planned project with a semblance of success. […] The break-fix model is
wasteful and leads tomisallocation of resources […] for the simple reason that under this
model decisions to go ahead with projects are based on misinformation rather than on
information” [11]. IS projects, like megaprojects, are often transformational, have many
different kinds of stakeholders involved, and are often over time, over budget and under
benefits. That makes it worthwhile to learn from Flyvbjerg’s research into megaprojects.

Rationality and Power. Flyvbjerg wrote in his book Making Social Science Matter:
“social and political thinking becomes problematic if it does not contain awell-developed
conception of power” [12]. His thinking about rationality and power was formed by his
research of an ambitious inner-city renovation project in Aalborg, documented in his
book Rationality and Power: “The Aalborg Project, designed to substantially restruc-
ture and democratically improve the downtown environment, was transformed by power
and Realrationalität into environmental degradation and social distortion.” [13]. In his
analysis, Flyvbjerg focuses in his analysis on Foucault’s question “How is power exer-
cised?”, viewing power not as something that “is” and that is “located in persons or in
a structure” (as our hierarchical organisations suggests) but as a processual concept in
context. Power is about force relations, as can be exemplified when someone needs the
cooperation of another person. Here, power is not just a matter of formalised (hierarchi-
cal) relations and established rules, it is also about the willingness of the other person to
behave cooperatively.Withholding cooperative behaviour can takemany forms, e.g. pas-
sively doing only what is explicitly asked, not coming forward with relevant information
or downright refusal. Power does not have to be reduced to raw interests either. People
have values, opinions, and interests, their cooperation in discussions, organisational pro-
cesses and projects will be affected by them. In analogy to the twin concepts of politics
and Realpolitik Flyvbjerg coins the concept of “Realrationalität” next to the concept
of formal rationality. Flyvbjerg is critical about Habermas’ theory of communicative
action, because it leaves out the role of power. He writes: “Philosophy and science often
present rationality as independent of context; for example, in universal philosophical,
ethical, or scientific imperatives, a current example being the theory of communica-
tive rationality and discourse ethics of Habermas. If these imperatives are followed, the
result is supposed to be rational and generally acceptable actions. Our study of politics,
administration, and planning in Aalborg shows rationality to be a discourse of power.
Rationality is context-dependent, the context often being power. […] Communication is
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more typically characterized by nonrational rhetoric and maintenance of interests than
by freedom from domination and consensus seeking”.

Knowledge in Projects: Episteme – Techne – Phronesis. In the work of Flyvbjerg on
the management of megaprojects phronesis is a key concept. At the very beginning of
his book Making Social Science Matter, he wrote “Phronesis goes beyond analytical,
scientific knowledge (episteme) and technical knowledge or know how (techne) and
involves judgements and decisions made in the manner of a virtuoso social and political
actor. I will argue that phronesis is commonly involved in social practice” [13]. In his
most recent book, How Big Thing Get Done, Flyvbjerg mentions phronesis in several of
his heuristics for better project leadership, emphasising the role of practical experience
in doing projects. In this book he describes this Aristotelian concept as “the “practical
wisdom” that allows us to see what is good for people and to make it happen” [14].

The concept of phronesis cannot be considered without the related concepts of epis-
teme and techne, as discussed together by Aristotle in book VI of his Nicomachean
Ethics. The three concepts represent three kinds of knowing [15]. Episteme is about
general knowledge (“belief about things that are universal and necessary”); techne is
about making things (“All art is concerned with coming into being, i.e. with contriving
and considering how something may come into being […] and where origin is in the
maker and not in the thing made”); and phronesis is about understanding the human
world (“practical wisdom, then, must be a reasoned true state of capacity to act with
regard to humangoods”). Phronesis comes to expressionwhenpeople need to take action,
it is about considering and assessing the situation in relation to purposeful behaviour
[16–18]. Because there is no adequate English translation of this Aristotelian concept,
the term phronesis will we used in this paper.

3.3 Kretz: The Cosmos of Design

Simon Kretz views design as “an instrument of change, a means of gaining insight and
a resource for a structuring of practical theory” [19]. “Design not only solves obvious
problems, but it is also used to challenge the existing reality. Problems often only even
become visible through design. Design is thus not only a shaping force, but a seeking and
inquiring activity. In this regard, the goal of design is new insights, new knowledge”.
Kretz’s home patch is our environment of buildings and urban spaces, and he “was
able to compile over ten years of practical and research experience in the architecture
department at ETH Zurich”. His analysis, however, is not restricted to architecture but
about design in general, witnessed by his Introduction to Cosmos of Design: “What is
presented here is a systematic representation of the thought and cognitive processes of
design, an explanatory model. The goal of the model is to improve the understanding of
design, to provide a theoretical basis and to finally make it applicable to everyday design
and teaching”. In the domain of ISD, his work on design as a complex cognitive process
can shed new light on the use of models as a cornerstone of requirements engineering.

In discussing Gänshirt’s design cycle Kretz agrees with Ganshirt’s observation that
“the three named spheres of activity that characterize the ‘design cycle’ (perception –
mental consideration of inner ideas – expression of those ideas) can sometimes be dis-
tinguished very clearly in the consecutive working steps, but often they are so tightly
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interwoven that the individual elements can scarcely be isolated any longer and fuse into
a single action – the act of designing” [20]. Partial sketches and immature designs as
intermediate results function not only as stepping stones to the resulting ‘final’ design,
but have also an essential function in challenging both reality and the customer’s wishes.

Based on the analysis of Kretz and Gänshirt one could represent the design cycle
as a succession of challenges, applicable both to the design cycle as a whole and to
all kinds of subcycles resulting in partial design artefacts. The first challenge is when
the designer is ‘pondering’, mentally forming and considering their inner ideas. In this
phase, the designer is kind of mentally experimenting with ideas, which can vary from
a very general floating of abstract ideas to precise mental calculations (think of a chess
grand master). It is about the mental process of developing ideas, “perceiving” and
assessing intermediate results, aborting lines of thinking and starting new lines. The
second challenge is the expression of inner ideas in a sufficiently precise and accessible
partial artefact (texts, schemas, scale models, whatever). Partial means that the artefact
is focussing on certain aspects, leaving out irrelevant aspects. The level of precision
must be sufficient to make possible problems clear, which is a prerequisite in the process
of seeking and acquiring knowledge about the domain, the problem, and its possible
solutions. Once the first challenges are met and a coherent artefact is established, the
third step is challenging existing and projected reality. The artefact provides a sound
base for experimenting with scenarios. New insights and knowledge can be sought and
acquired by discussion and experimenting, and the next loop can begin.

In his PhD thesis Kretz differentiates between design in a narrow sense and an
expanded sense [21]. Design in a narrow sense is about individual problems. In an
expanded sense it is about a collection of design problems and about a longer time frame.
It is about reflecting on experiences to derive patterns andmodels and in building a theory
of practice. An example of the latter aspect that is well known in the IT community is the
work on patterns by Christopher Alexander [22]. In this paper the focus will be on the
analysis of design in a narrow sense, simultaneously seeking knowledge and proposing
solutions.

3.4 Van Heusden

In his analysis of semiosis (the semiotic, or sense-making process) Barend van Heusden
[23, 24] recently presented the artefact as a fourth type of sign, to be added to the
commonly used triplet of sign types of icon, index and symbol. The artefact is a concrete
expression of a process of creation. The sense of this sign type is in the (imagined)making
process, and the artefact is understood as something that allows one to make something.
Artefacts abound in human culture; we are surrounded by them– everywhere and always.
They take many forms, from food and clothes and utensils to sophisticated technology,
and language. Or think of works of art, computers, or scale models of buildings-to-be.
Design artefacts ask the ‘reader’: What do you think of it? Could you live with it? Could
you live in it? Does it make sense to you? The artefact is a sign, and as such it is always
about something: this ‘something’ being what can be done with the artefact, how it can
be used. Or, in more abstract terms: creative human activity. Different from symbols and
indices, that signify concepts and structures respectively, artefacts signify this creative
activity. Or, as Aristotle has it, the artefact’s “origin is in the maker and not in the thing
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made”. As with other signs, however, the sense of artefacts is not fixed. It will change
when a different way of using the artefact is imagined, when it is ‘interpreted’ differently.
An oak tree in the woods is not an artefact, yet a Bonsai tree is. As always with signs,
it is important to emphasise that something works as a sign from the very moment it is
interpreted as such – signs exist only and in so far as they are involved in the semiosis or
sense making process. Thus, a scale model in the design process of a building is meant
to highlight the structure of the building-to-be, the same model in the reception area
after realisation of the building gives the visitor an impression of the building-as-is, and
later on the same model can be used in a shop for model making materials to give the
prospective buyer an impression of what can be done with the materials.

In terms of the Gänshirt Design Cycle an intermediate design artefact is a concrete
expression of an idea, and as such a stepping stone for further conceptualisation, analysis
and discussion, leading to a next iteration of developing ideas for the design-to-be. In
terms of Kretz’s Cosmos of Design an intermediate artefact in the design process is a
tool for gaining new knowledge about the world by experimentation.

3.5 Comparison to Some Approaches in Information System Development

In Soft Systems Methodology (SSM), the Learning Cycle has many resemblances with
the ideas discussed above. The title of the concise practical handbook on SSM byCheck-
land and Poulter is Learning for Action. It is not about textbook knowledge, but about
human skills. In the foreword of this book, Ray Ison wrote “One of Checkland and Poul-
ter’s main messages is that it is only by taking part in SSM practice that you will really
understand and enjoy the benefits” [9]. Models are an essential part of the Learning
Cycle, being necessary artefacts for structuring discussion about reality, facilitating the
process of seeking and acquiring knowledge (sometimes existing, sometimes new). The
role of experience, the role of creating artefacts and discussing their possible meanings,
and experimenting with conceived solutions by means of intermediate models are ele-
ments that are found in SSM as well as in the theories discussed in the sections above.
Which is why it is worth investigating how these theories can help to understand and to
guide the processes within the Learning Cycle of SSM.

In his recent publications Bert de Brock clearly separates the worlds of requirements
engineering (RE) and software engineering (SE). In between the two worlds stands the
ConceptualModel (CM), consisting of the conceptual datamodel and the processmodel.
The CM of the system-to-be fully specifies its state space and its state transitions [25].
Hence the CM leaves no functional behaviour open to interpretation and no (undocu-
mented) choice during SE. This implies that the behaviour of the system-to-be can be
fully analysed and validated, SE is not forced to make assumptions and to make choices
about functional behaviour. My preferred designation for the end product of RE is Infor-
mation Machine (IM), because it specifies a logical machine processing information.
Like a physical machine, the logical machine might be (creatively) configured and used
in ways not foreseen at the time of design, validation and development.

De Brock emphasises that the end product of RE – the conceptual model – is a
formalised specification satisfying rigorous standards of precision. Like software, the
CMessentially belongs to the domain of logic andmathematics, and accordingly requires
a precise specification language. RE as a process towards that rigorous end product,
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however, is a trajectory in the human world (often meandering from vague and possibly
contradictory or impossible user wishes via partial results to the end product (which
requires social skills). Van Rees made a similar distinction, when he observed that in the
physical world of construction, designing is the field of the architect (where “the method
does not work”, but the design process is guided by heuristics, patterns and experience).
Which is then followedby theworkof the constructor (where highly structured processes,
anchored in methods, should be required) [1]. In his work, De Brock acknowledges the
importance of the experience and social skills of the requirements engineer for the
RE process, as well as the logical and mathematical skills is specifying the CM. In
Flyvbjerg’s terms: the requirements engineer must have both technical and phronetic
skills.

3.6 Trait Taking or Trait-Making

In discussing the transformational character of projects, Flyvbjerg makes use of
Hirschman’s distinction between projects that are “trait-making” vs “trait-taking” [26].
Trait-making is about changing social structures, trait-taking “fit into and follow pre-
existing structures and do not attempt to modify them” [10]. According to Flyvb-
jerg, trait-making projects are fundamentally different from trait-taking projects, which
explains why “megaprojects […] are not just magnified versions of smaller projects”
[10]. Trait-making project require phronetic skills.

Doing an ISproject candisrupt existing structures, introduce newviews, and establish
new patterns of behaviour. This has implications for both project management and for
finding out requirements. Project management has to deal with organisational transitions
and power relations. Requirements engineering has to dealwith unstable, changing social
practices.

In the context of seeking knowledge in the RE process, the trait-making/trait-taking
distinction determines the kind of knowledge you are looking for. In case of trait-taking,
there is an existing situation that can be explored, and the domain experts are supposed
to know “all about it”. The elicitation of requirements is meant to bring that knowledge
out. Such projects could be viewed as automation processes where new technology is
implemented to do the same things in essentially the sameway, but ‘better’ in one ormore
respects. In trait-making projects, on the other hand, patterns of behaviour in the world
of the user-community will fundamentally change. Elicitation of existing knowledge is
not sufficient anymore and experimenting with models about the new world is required,
to find out what works under what conditions.

In my experience, the transition of information processes from informal to formal
often has an element of trait-making that is not sufficiently recognised in IT projects.
The way people work with information in business processes often changes (more pre-
codified, less free form) and this has an impact on and disrupts existing patterns of
behaviour. This aspect should be dealt with in the RE process, requiring a shift from a
technical to a phronetic focus.
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3.7 Summary of This Section

To summarise and conclude this section: while the result of a design process should
be a precise specification as a starting point for the constructor (in ISD: for software
development), the process of designing is often anything but a precise methodological
trajectory. It is rather an intertwined combination of investigating, of creating interme-
diate artefacts and of experimenting with those artefacts. The design process involves
three different kinds of knowledge. Episteme is general knowledge about organisations,
business processes and business domains, techne is about practical knowledge and skills
in creating physical or logical artefacts (that do not “talk back”) and phronesis is about
practical knowledge and skills in creating solutions in the social world of organisations
(where people are not passive objects but actively react and adapt to questions, initiatives
and circumstances). Actually, while knowledge has a passive connotation as describing
a state of “being-in-the-know” (which fits the category of general knowledge), for techne
and phronesis the capability to apply the knowledge in a concrete context is what really
matters.

This substantiates the statement of Jaap van Rees in his article 1982: in the analysis
and design process it is not the method that ‘does it’, but the person who “does it” on
the basis of insight, knowledge, experience, resourcefulness and inventiveness. Flyvb-
jerg adds depth to this insight by drawing attention to and analysing different kinds of
knowledge involved. He also shows why things go wrong when phronesis is ignored.
Kretz discusses how change, research and knowledge acquisition are interrelated and
hardly separable aspects in design processes, and thus adds an essential component to the
SSM Learning Cycle. Van Heusden, finally, shows how artefacts work as signs, created
deliberately and subsequently interpreted (‘made sense of’) in context by the participants
in the design process (including the original maker of the artefact, who might develop
alternative interpretations of their own artefact).

4 Case: A Redesign of a Legacy System for Slaughter Lines

4.1 Introduction

In the slaughter line the carcasses are moved along the work places by an overhead
conveyor chain. At some points in the line the carcass is inspected for specific anomalies.
The result of inspections can be physically marked on the carcass, logged, or both. Most
work on the carcass is repetitive and requires no information. Some work is incidental
and caused by anomalies found during inspection of a carcass. When needed, carcasses
can be moved to a side track for more time-consuming incidental work.

At the end of the line, just before the carcass is moved into the cooling down process,
the carcass is weighed and classified. This determines the base price to be paid to the
farmer. Anomalies on the carcass registered in the slaughter line can lower the base
price. Weight and classification are determined by calibrated equipment. The govern-
ment has tasked an independent organisation with inspections and classification, as well
as supervising the slaughtering process (which includes certified registration of manda-
tory carcass data). The slaughterhouse can capture additional data required for its own
purposes, such as internal selection, feedback to its farmers and supply management.
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Over time, the amount of information collected in the process has grown significantly,
due to commercial interests as well as food safety regulations. The pace of a typical line
has also increased from 300 carcasses/hr to 650 (which means less than 6 s per carcass
for each work place along the line).

Information in the line can be transferred by physical markings and/or recorded by IT
systems. Each method has its advantages and drawbacks. Direct recording in IT systems
allows for immediate central visibility and for automated decisions in the line. Physical
markings have greater visibility in the line, allowing recognition and visual checks from
a distance, and do not require sophisticated synchronisation at the working place.

4.2 The Legacy System

The first version of the slaughter line system was developed back in 1987 with the
introduction of a new European regulation for carcass classification in slaughterhouses.
Our initial system had interactions with the human user, with peripheral equipment
(scale and product detectors), and other systems (classification, carcass sorting system,
and office systems).

The most important challenge in developing the first version of our system was
reliable synchronisation between the systems and equipment distributed over about 6
to 12 slots of the conveyor. It took quite some trial and error and generated a lot of
practical knowledge for our developer, both regarding real time behaviour of systems and
equipment, as well as physical behaviour of transport system, carcasses and detectors.
Indeed, creating a reliable system for detecting and keeping track of carcasses in the
physical world is the work of a specialist. An essential part of such knowledge is gained
through experience and cannot be acquired from documentation alone. This very specific
domain knowledge had over the decades accumulated in one highly valued specialist in
our company.

While the initial system was predominantly a data capturing system in a technically
heterogeneous but functionally simple environment, this changed over the years in sev-
eral ways. More data was to be captured, and physical routing functions were added
to our system. Additional equipment had to be integrated, and additional regulations
had to be satisfied. This resulted in a need to re-engineer our system. Another need was
to decrease the dependency on a single specialist, preferably not just by ‘cloning’ his
knowledge. The redesign was an internal project, connected with a customer project
where the redesigned software would be deployed.

4.3 Redesign with Separation of Knowledge Domains

Objectives. The primary objectives of redesigning the system were firstly a rigorous
cleaning up of its structure and secondly a radical separation of knowledge domains. We
wanted the new system to be structured along the domains of real-time interactions with
the physical world, functional informationmanagement, and interactionswith the human
world of users and ergonomics. Such a structure would allow experts in the respective
domains to focus on their task, and the overall structure should be clean enough to be
understandable by all. Although we did not use those terms at the time, we distinguished
the knowledge domains of techne, general rules, and phronesis. It is interesting to note



An Analysis of Kinds of Skills and Knowledge in ISD 107

that making such a distinction is by itself a phronetic act: it is about understanding the
way people work and are (in-)sensitive to the problems belonging to a certain domain.

At the beginning of the redevelopment, we formulated a simple slogan for the three
constituent parts of the new system: the technical system knows everything about space
and time (but nothing about content), the information management system knows every-
thing about content (but nothing about space and time), and a coordinating system ties
the two systems together (indeed, we did not separate human interactions in that slogan).

Technical Part. A main track of the project was the stripping of the legacy system to
its bare technical functions of interacting with movements and events in the physical
world. Keeping track of the carcasses is the core of this system. Interaction with the
coordination system required mechanisms for referencing carcass IDs, positions in the
line, and types of actions. In practice several identification mechanisms are available,
such as a number on a tin plate in the ear, RFID in the hook, a sequence number on the
skin. Different systems use different ways of identifying the carcass. However, each of
these mechanisms had its drawbacks, and neither was completely reliable. Also, we did
not want our core system to be dependent on external mechanisms. Hence, we decided
to make it the responsibility of the core system to issue a unique token for each newly
detected carcass, existing IDs could be attached as property values in the information
system. Hence, missing values and non-uniqueness could be allowed for the existing
IDs (which occasionally could happen). In interacting with other systems, we could use
each of the alternative IDs. This decision might look simple, but it solved a lot of legacy
problems.

For position references we could use an existing mechanism based on a signal from
the power unit of the conveyors. This mechanism was proven to be both precise and reli-
able. All actions in the physical system are triggered by the carcass reaching a position.
Examples of actions are sending a message, starting or ending an input zone, or setting
or resetting a switch or a signal lamp. All exchanges of messages between the technical
system and the coordination system were based on three references (token, position,
message type) plus relevant parameters (very few and very simple).

The technical system described above can be viewed as an “information machine”
providing a set of basic functions: identifying new carcasses on the line, following them,
and interchanging messages with the coordination system on predefined points using
predefined messages. A critical non-functional requirement was a guaranteed cycle time
of 100ms max. This means that each hard-wired input and output and each message will
be serviced within that cycle time, this upper boundary is determined by the pace and
required precision of the physical events.

InformationManagement Part and Coordination Part. The availability of this tech-
nical “information machine” allows the information management part of the system to
be developed as a rather straightforward information system for a business process. It is
mostly about simple functional specifications for input and output on well-defined work
places.

However, the path to that simple set of functions was not exactly easy. We had to
find out many details about work processes and circumstances in the line. In most cases,
while the general idea was clear, details could be hard to come by. Typically, when
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you start to question someone about the fine details of a particular work process, the
answer is often that although they themselves do not know exactly how it works, they
are sure other people will know. The funny thing is, the people they refer to frequently
give the same answer. Hence, although everyone assumes that the knowledge you ask
for is certainly available, you cannot find anyone who really knows. Which means that
such knowledge about the work in the line has to be generated by an iterative process
of observing, talking, writing, modelling, validating. Talking to different people with
different perspectives on the work in the slaughter line is essentially a phronetic process.
Knowing your interlocutors and their jobs helps a great deal in phrasing your questions,
interpreting the answers, observing and reacting in the right way, and to separate the
wheat from the chaff in a conversation.

Slaughter Line User Interaction Part. Based on an information analysis, the infor-
mation to be captured and presented can be specified for each work place along the
slaughter line, which is quite straightforward as a functional issue. Decisions about the
method to use (IT system, pencil marks, coloured ribbons) possibly depend on possibly
required visibility on the carcass itself, as well as the fitness of the physical work space
for IT equipment. General requirements are that (1) the worker must have both carcass
and information in view at the same time, (2) adding information to the carcass must be
doable without taking the eyes off the carcass, and (3) the worker must not be restricted
in his movements by equipment. In the past, we had developed several solutions for input
and output, varying from screens with a small keypad, various cases with big coloured
mushroom buttons and an LCD display, and signal lamps. Physical markings on the
carcass that needed to be available in the IT system would be captured at the weighing
position.

Based on earlier work we developed a standardised set of devices for handling input
and output. Some were based on configurable touch screens, emulating the color-coded
big “mushroom buttons” in use for the meat inspectors. Other devices are based on
hard wired I/O (think of physical buttons and signal lamps). Regardless of the type
of device, they are all controlled by the same pattern: (a) the physical control system
detects the beginning of an input or output zone and sends a message to the information
control system; and (b) the information control system reacts by sending information to
the device. At the end of the zone a similar pattern is applied: (a) the physical control
system detects the end-position of the zone, sends a message, and (b) the information
control system reads the device.

As all hard-wired inputs and outputs are connected to the hardware of the physi-
cal control system, this system has to provide input/output functions. This means that
conceptually the physical control system consists of (a) one self-contained system for
keeping track of the conveyor and the carcasses, (b) zero, one or more self-contained
instances of input/output devices for individual work places along the line, and (c) a
common message handler for communication with the information control system and
dispatch of the messages to the functional block responsible for that message type on
that position.
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5 Discussion

5.1 Kinds of Knowledge Involved in the Case

In the slaughter line system different knowledge domains were distinguished, with a pre-
dominant kind of knowledge in each domain. In the domain of the physical world techne
is predominant, it is about the behaviour of physical elements of the conveyor system
with its power units, detectors, switches, and the tracking of the physical position of
the carcasses. In the domain of information management general rules are predominant,
specifying functions how information about carcasses is received, processed and made
available to the parts of the system interacting with the technical part and/or the user. In
the domain of user interaction phronesis is prevalent, because it is about understanding
the job and the working environment of the user.

It is in the approach to the project of redesigning the slaughter line system where
phronesis is of overriding importance, and inmultipleways.Oneway is its role in creating
a common ground between the participants in the project. Another way is in designing a
system where knowledge domains and hence kinds of knowledge are neatly separated in
its constituent parts. Bothways are about recognising the differences between knowledge
domains, kinds of knowledge, kinds of personal expertise, andfindingways of combining
them in a fruitful way.

5.2 Role of Artefacts in the Design Cycle

Different artefacts played different roles in the design of the new system. It started with
a very high level ‘sketchy model’ of the system parts, to convey the general idea of
one part about physical space, one about information management, and one about the
coordination between the two. This was the general model we started with and which
was unchanged at the end of the project. A lower-level kind of artefacts were used for
fleshing out the technical implementation of the coordination mechanism, representing
the function of the ‘errand-boy’ between the system parts. A third group of artefacts
was about the different references to be used in the system: identification of carcasses,
of physical positions in the line, and of message types. Different kinds of artefacts had
different roles and different life-cycles in the project. While the high-level model was
fixed at the beginning, the other artefacts were refined step by step from general idea to
a precise specification.

A common factor in all artefacts was their role in trait-making. Both for the software
developers and for the customers the approach to the problem was new, and we needed
those artefacts to convey from the start the meaning of the different components of the
system (hence the use of a colloquial term as ‘errand-boy’ for themessagingmechanism).
As explained by Kretz, artefacts are used as a presentation of a design, to experiment
with, and to gain knowledge.

6 Conclusion

The paper was triggered by the title of the article “De method doet het niet” or “The
method does not (do the) work” by Van Rees. This led to an analysis of the skills and
knowledge required in information systems development for a business organisation,
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especially with regard to the transition from the social world of the organisation to
the formal world of IT systems. The theoretical work of Flyvbjerg (about trait-making
projects and about power relations in projects), Kretz (about design) and Van Heusden
(about the artefact as sign) was discussed. In an illustrative case of redesigning a legacy
system various project issues about differing worldviews, different knowledge domains,
and social (power) relations were discussed. The conscious application of artefacts in
the design cycle (with an increasing degree of specificity) was presented as a flexible
and effective way of moving towards delivering a product that would satisfy very differ-
ent kinds of requirements: functionality, reliability, robustness as ‘hard requirements’,
operational usability and separation of knowledge domains as ‘soft requirements’.

Phronesis, an often neglected element in information system development, was in
several ways an important factor. First of all, in the internal project to align worldviews
of participants and to develop a common ground between them. Phronesis is also impor-
tant in interacting with the customers, to gain knowledge, to validate solutions, and later
on for implementation and maintenance. Dealing with heterogeneous groups of stake-
holders, representing different functional domains/worldviews/knowledge domains, is
partly about objective facts, partly about interpretation of procedural issues, and partly
about power relations. Even in discussing objective facts phronesis is involved, because
rational arguments work best when chosen and presented in a way that resonates with
your conversation partner.

The status and the role of artefacts in ISD is an element that should be explored
further in several ways. Firstly, as an element in the design cycle, starting as a general
idea and ending in a formally specified concept. But another important aspect is that
such artefacts can have multiple meanings in different domains. In the transition from
the social world to the formal world artefacts may start as a natural language concept
and end as a fully specified concept with formal relations to other concepts in a data
model. Still, the name of such a database artefact will have connotations with the natural
language concept.A sales order in business is a social construct designating an agreement
between business partners, subject to human interpretation and law. A sales order in the
database is a reduced version of that social construct, leaving out many tacit assumptions
that belong to the business world. A third venue for exploration might be the status of
modelling artefacts in UML and business process models. It is my conjecture that from
the view of software engineering many of such artefacts are in fact empty shells lacking
precise specification. The labels attached to such modelling artefacts suggest a precise
meaning which in fact they do not have. This can lead to ambiguity andmisinterpretation
during software engineering.

To conclude, the assertion in Van Rees’ title that it is the analyst and not the method
that does the work, is corroborated by the theories and the case discussed in the paper. In
ISD, the transition from the social world of business to the formal world of IT is a design
process, where the logical machine is specified. Therefore, methods for this trajectory
should not be recipes to be followed step-by-step, but rather a combination of documen-
tary conventions and heuristic guidelines for work-in-progress, in combination with a
rigorously specified end product (which will be the input for the software engineers).
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Abstract. As systems grow in complexity, so does their associated lifecycle and
with it the need to manage the various elements, relations, and activities involved
in the Software (or Systems) Development Life Cycle (SDLC). Various notations
for system, software, or processmodeling have been specified, such as the Systems
Modeling Language (SysML), UnifiedModeling Language (UML), and Business
Process Model and Notation (BPMN) respectively, yet due to their target sys-
tem and two-dimensional (2D) diagram focus, they are ill suited for visualizing
a comprehensive contextualized view of the entire systems engineering or soft-
ware engineering lifecycle. To address lifecyclemodeling, the LifecycleModeling
Language (LML) utilizes a relatively simple ontology and three primary diagrams
while supporting extensibility. Yet lifecycle comprehension, analysis, collabora-
tion, and contextual insights remain constrained by current 2D limitations. This
paper contributes our Virtual Reality (VR) solution concept VR-SDLC for con-
textualized holistic visualization of SDLC elements, relations, and diagrams. Our
prototype implementation utilizing LML demonstrates its feasibility, while a case
study exhibits its potential.

Keywords: Virtual Reality · Systems Lifecycle · Software Development Life
Cycle · Systems Engineering · Software Engineering · Systems Modeling ·
Lifecycle Modeling Language (LML) · Visualization

1 Introduction

Software Engineering (SE) and SystemsEngineering (SysE) involves lifecycles, yet such
lifecycles are rarely if ever formally modeled beyond some higher-level abstraction, nor
are technical instantiations, e.g., as processes, concretely used (perhaps because they are
subject to frequent variation). Typically engineering, andparticularly systemor software1

design, involvesmodeling the target system-of-interest,where supportingmethodologies
or notations such as Model-Driven methods (MDX) are well-known and have reached
some level of maturity. However, the lifecycle itself is not typically modeled, thus much

1 For this article, “systems” development/engineering can be replaced with “software” when
hardware development is out-of-scope for some endeavor.
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of what is planned and executed during the associated lifecycle is not readily accessible
to stakeholders in a contextual manner. But with regard to quality, not only the system
itself, but the associated processes, methods, techniques, activities, and artifacts utilized
during SysE and SE have associated expectations and conformance requirements that
play an essential role in achieving some set of qualities (safety, security, reliability, etc.).
For example, maturity models (e.g., CMMI), standards (e.g., IEC 61508), guidelines
(e.g., MISRA), etc., often focus on preventative process-centric measures to address
construction or systemic error risks, since - especially for software-intensive systems -
comprehensive verification and validation (V&V) of the final system alone is not viable.
Thus, various stakeholders must access, analyze, and collaborate on lifecycle elements.
And while the target system and its associated model to be developed can be complex,
the lifecycle and surrounding SysE system or environment can often necessarily be
even more complex. However, any work performed is often “hidden” in various artifacts
and activities by actors, yet not necessarily (easily) tracked and retained. This, in turn,
can affect efficiency, effectiveness, traceability, V&V, and compliance. For instance,
Automotive SPICE exemplifies such expectations within the automotive industry.

But realizing lifecycle modeling necessitates an appropriate modeling language.
The Lifecycle Modeling Language (LML) [1] positions itself as a systems engineer’s
language for integrating all lifecycle disciplines (program management, systems engi-
neering, testing, deployment, and maintenance) into a single framework, such that all
stakeholders can model and understand systems. It can be easily translated [2] to other
common notations and languages, such as BPMN [3], UML [4], SysML [5], etc., and can
be used to support holistic traceability through the lifecycle, be it artifacts or activities.
Yet when one considers the various disciplines, lifecycle elements, actors, and relations
involved in a SysE or SE endeavor (which can be viewed as an open system), its actual
complexity (and possibly reactive over-simplification) can make true comprehension
across stakeholders challenging. It is interesting to note that the Systems Engineering
Vision 2025 from INCOSE foresees systems modeling using immersive technology to
share system understanding across stakeholders [6]. Towards supporting stakeholder
comprehension and insight, the intent of this paper is to investigate and explore an
immersion capability for SDLC utilizing LML.

Our VR-related prior work includes: VR-EA [7] supporting Enterprise Architecture
(EA) Archimate models in VR; VR-EAT [8] integrating the tool Atlas for visualizing
dynamically-generated EA diagrams; VR-EA+TCK [9] integrating Knowledge Man-
agement Systems (KMS) and Enterprise Content Management Systems (ECMS); VR-
EvoEA+BP [10] for context-enhanced enterprise models with animated evolution and
business process (BP) dynamics; and VR-BPMN [11], VR-SysML [12], and VR-UML
[13] visualizing BPMN, SysML, and UML models respectively.

This paper contributes VR-SDLC, our nexus-based VR solution concept for a
context-enhanced visualization of lifecycle models for SysE and SE lifecycles. It com-
prehensively portrays lifecycle model elements, relations, and diagrams enhanced with
context and exemplified with LML models. Furthermore, multiple lifecycle projects
can be portrayed concurrently to support cross-project or program portfolio analysis
and optimizations. Its hypermodeling capability (depiction with other models such as
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SysML/UML in VR) showcases how both a target model and its lifecycle can be por-
trayed concurrently inVR.Our realization demonstrates its feasibility, while a case study
using sample LML models exhibits its potential.

The paper is structured as follows: Sect. 2 discusses related work; Sect. 3 gives a
background on LML; our solution concept is described in Sect. 4; Sect. 5 details our
realization; our evaluation is in Sect. 6, followed by a conclusion.

2 Related Work

With regard to development lifecycle process standards, ISO offers the ISO/IEC/IEEE
15288 [14] for systems or 12207 [15] for software. However, these exist in natural lan-
guage and do not provide amachine-processable technical implementation normodeling
language for their process models. Dori [16] laments ambiguous aspects of the 15288
lifecycle standard and how a modeling approach might address these. SysML 1.x lacked
an official complete ontology, while SysML version 2.0 is still in beta and thus has
limited support.

Work related to lifecycle tool integration includes the Open Services for Lifecycle
Collaboration (OSLC) [17], which focuses on specifications for the integration of soft-
ware development tooling. It can be used forApplication LifecycleManagement (ALM),
Product Lifecycle Management (PLM), and IT Operations and utilizes the Resource
Description Framework (RDF), Linked Data, and REST. It does not address system
lifecycle modeling.

As to modeling the system lifecycle, LML, introduced in the previous section and
described further in the next section, positions itself as a lifecycle modeling language.
In the area of automation systems, the Object-Process Methodology (OPM) [18] is a
conceptual approach, language, and methodology for both the modeling and knowl-
edge representation of such automation systems. Relating objects to processes, it offers
graphical, hierarchical, interrelated diagrams, and on their basis a textual model can be
generated. Yet OPM also positions itself as being domain-independent. Work regarding
SysML-centric approaches includesBajaj et al. [19], who describeMBSE++, their vision
for model-based SysE across the system lifecycle with a unified Total System Model
framework that utilizes SysML in conjunction with other models; they present a vision,
challenges, and potential use cases exemplified with browser-based 2D visualizations
on the Syndeia platform. For managing the lifecycles of the models themselves, Fisher
et al. [20] focus on models as configuration items and repository support, mentioning
Model Lifecycle Management (MLM) and MLM Systems (MLMS) to support a MLM
processes for this context. They argue that Product Lifecycle Management (PLM) tools
often lack good integration with MDE tools, while Application Lifecycle Management
(ALM) are more SW-focused and lack system development capabilities. Here as well no
lifecycle modeling language is addressed. Bork et al. [21] provide a survey comparing
11 (mostly visual) modeling language specifications, including LML, UML, BPMN,
and OPM.

Regarding visualization, while typical VR use cases during engineering include
modeling, simulation, and operation of the target system, we found no related work
regarding the use of VR for visualizing the lifecycle of SysE or SE.
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3 Background on the Lifecycle Modeling Language

LML [1] was selected as a basis modeling language for the SDLC for several reasons:
1) it’s positioned specifically as a lifecycle modeling language, 2) it’s maturity (since
2013 to version 1.4 in 2022), 3) it’s relative simplicity and extensibility, 4) it’s based
on an ontology, 4) it’s fundamental tenet that each entity has at least one corresponding
visualization, and 5) the accessibility of a concrete format and sample model datasets
for testing our solution concept.

LML uses common vocabulary to define modeling elements (e.g., entity, attribute,
schedule, cost, relationship). Primary visual modeling constructs are the box (repre-
senting a part of the system) and the directed arrow (depicting relationships between
elements, like “consists of,” “derived from,” or “costs”), to make it easy for various
stakeholders to grasp. The LML ontology consists of 20 entities in total. The 12 primary
(8 children) entities are Action, Artifact, Asset (Resource), Characteristic (Measure),
Connection (Conduit, Logical), Cost, Decision, Input/Output, Location (Orbital, Physi-
cal, Virtual), Risk, Statement (Requirement), and Time. How the principal entities relate
to each other and support traceability is shown in Fig. 1.

Fig. 1. Principal LML entities/relationships supporting traceability (adapted from [1]).

As to visualization, LML defines a logical construct using visualization models in
four areas (primary entities) [22]:

• Functional models (Action, Input/Output),
• Physical models (Asset/Resource, Connection),
• Documentation entities (Artifact, Statement/Requirement), and
• Parametric and program entities (Time, Risk, Cost, Characteristic/Measure, Loca-

tion).

LML defines three key diagram types: Action (behavioral), Asset (physical), and
Spider (traceability). While other diagrams are offered, these three express essential
elements for systems engineering. While LML offers a metamodel, it lacks a visual
metamodel, a coordinate system (for precisely specifying the height and width of mod-
eling constructs), variables for specifying color or shape, yet it does offer horizontal
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and vertical position variables [21]. LML tools can also dynamically generate diagrams,
which can help to ensure their veracity given a data-centric model. Since LML diagrams
can be auto-generated by tooling, it moves SysE towards Data-Driven SysE (DDSE)
rather than remaining focused on Model-Based SysE (MBSE) [2].

As to available mappings to other popular notations such as SysML and BPMN, a
mapping of SysML to LML is addressed in Appendix A of the LML Specification [1].
As LML is extensible, Equation and Port were added to provide SysML visualizations.
Any lifecycle modeling will involve modeling processes. While BPMN is popular and
supports highly complex process models, version 2.0.2 has 116 elements. In contrast,
LML retains a simple ontology and graphical notation. Mapping between BPMN and
LML Action Diagrams is described by Stevie [23].

Innoslate by Spec Innovations [27] is a cloud tool offering model-based SysE sup-
porting LML and other modeling languages. It integrates requirements, testing, V&V,
systemmodeling, simulation, project management, and issue tracking. Via its web-based
user interface, various LML and other (e.g., SysML) diagrams can be generated as shown
as a dashboard of widgets in Fig. 2 or as separate diagrams as shown in Fig. 3.

Fig. 2. Innoslate diagram dashboard screenshot for Musicify Sample project.

4 Solution Concept

Our solution approach leverages VR for visualizing the various lifecycle and system
models and their interrelationships simultaneously, mapped to a spatial structural model
that can be immersively explored and experienced. The comprehensive integration of
context as a first principle for lifecycles supports analysis and comprehension of the
“big picture” for structurally and hierarchically complex and interconnected lifecycle
elements, models, diagrams, and artifacts. It provides a 3D visualization for the entire
lifecyclemodel, viewable and filterable from different perspectives by diverse stakehold-
ers, such as system/software architects/engineers, requirements analysts, test engineers,
operators, auditors, logisticians, and project/program managers.
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Fig. 3. LML Action (left) and Spider (right) diagram screenshots in edit mode in Innoslate.

4.1 Grounding in VR-Related Research

Our reasoning for applying VR in our solution concept is based on prior VR research
in areas we view as related to modeling, analysis, and collaboration, some of which are
highlighted here. In their systematic meta-analysis, Akpan & Shanker [24] showed VR
and three-dimensional (3D) offer significant advantages in the area of Discrete Event
Modeling (DES), including model development, analysis, and Verification and Valida-
tion (V&V), with the most consistent conclusions being the positive effects of 3D/VR
model analysis and V&V. Of 23 articles examining 3D analysis, 95% concluded using
3D was more potent and lead to better analysis than 2D, e.g., when evaluating a model’s
behavior or performing a what-if analysis. They also found a consensus that 3D/VR can
present results convincingly and understandably for decision-makers. 74% of 19 papers
concluded that 3D/VR significantly improves the model development task (supporting
teams and improving precision and clarity). To investigate VR’s suitability for analyti-
cal tasks for an Information Architecture (IA), Narasimha et al. [25] used a card sorting
collaboration experiment. They found that VR was at least as good as in-person card
sorting, and that VR did not perform worse than video screen-share or VR; in fact, for
certain variables VRwas even better than both conventional and video-based conditions.
Qualitative data evaluating awareness indicated that during collaborative interaction, par-
ticipants were aware of their task, others, and their context, while collaborating similarly
to an in-person setting. Additionally, the qualitative data showed evidence of positive
views towards VR. The outcomes suggest that both a sense of presence and collaboration
(equivalent to an in-person setting) is possible within VR. Another survey of Immer-
sive Analytics (IA) by Fonnet & Prie [26] analyzed 177 papers. They found concurring
evidence that for graph and spatial data analysis, IA provides benefits vs. non-IA when
the scene complexity exceeds the 2D display, while for multi-dimensional data, the
advantages are more task-dependent. They remark that while IA enables exploration of
large-scale data worlds, context-aware navigation techniques are insufficiently exploited
- although they are critical for users. We thus conclude that the immersive VR expe-
rience has significant potential for comprehensively depicting 3D models, supporting
awareness, analysis, stakeholder inclusion, collaboration, and contextualization.
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4.2 VR-SDLC Solution Concept

The contribution of our paper is a VR solution concept for the contextual visualization
of the SE or SysE lifecycle models, including associated diagrams and heterogeneous
models. Our solution concept is abstract, extensible, and leverages available lifecycle
modeling construct providers (e.g., LML).We are not endorsing any particular language,
scheme, methodology, product, or tool, but rather utilizing them to investigate the fea-
sibility of utilizing VR for conveying SDLC with contextual aspects. The modeling
constructs are typically extensible, should additional elements or diagrams be required.
For complex systems and their lifecycle, VR’s visual, immersive medium provides a col-
laborative opportunity for portraying lifecycle aspects in a contextually-relevant manner
for diverse stakeholders.

SysE, SE, and EA are broad topics, yet having many facets and potentially overlap-
ping commonalities. SysE and SE typically rely on and are executed in an organization
such as an enterprise, which in turn has an EA.We thus developed various solutions con-
cepts as shown in our solution map in Fig. 3. Our generalized VRModeling Framework
(VR-MF), described in [7], provides a domain-independent hypermodeling framework
addressing key aspects for modeling in VR: visualization, navigation, interaction, and
data retrieval. On this basis, VR-EA [7] provides specialized direct support and map-
ping for EA models in VR, including both ArchiMate as well as BPMN via VR-BPMN
[11], while VR-ProcessMine [28] supports process mining in VR. VR-EAT [8] extends
this to our enterprise repository integration solution, exemplified with Atlas integration,
visualization of IT blueprints, and interaction capabilities. VR-EA+TCK [9] expands
this further by integrating KMS and ECMS capabilities in VR. And VR-EvoEA+BP
[10] adds VR support for animating enterprise evolution and (even non-BPMN) busi-
ness processes. Our VR-based solutions specific to SE and SysE include: VR-SDLC
(the focus of this paper, shown in blue), which could leverage our VR-V&V [29], VR-
TestCoverage [30], VR-GitCity [31] and VR-Git [32] as well as our modeling solutions
including VR-UML [13], VR-SysML [12], and VR-SysML+Traceability [33]. In sup-
porting SDLC lifecycles with VR, we foresee future opportunities to leverage the afore-
mentioned solution concepts in the enterprise and organizational space (e.g., knowledge,
processes, infrastructure, architecture, artifacts) towards more comprehensive and holis-
tic solutions in the (SE and SysE) engineering, development, and operations space as
well.

Fig. 4. VR solution concept map showing VR-SDLC (blue) in relation to our other concepts.
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To achieve these objectives, our solution concept necessitates data integration and
VR visualization, navigation, and interaction capabilities, addressed as follows:

Lifecycle Data Integration. As a representative tool and repository for lifecycle data
integration, Innoslate provides diverse lifecycle-related data in a coherent repository
and meta-model based on LML. The Innoslate cloud-based tool provides a 2D browser
interface and offers sample LML projects that can be exported in its XML format.

Visualization. Since many possible relations between digital elements are possible, a
spherical nexus was chosen to visualize all elements and relations for a project lifecycle.
To provide some initial ordering, layering within the sphere is available as a grouping
mechanism based on similar element types using the color assigned to that type, resulting
in a sphere with colored layers (intra-layer element placement is random). A default
(customizable) node color scheme is used. To assistwith orientation andmake interaction
more intuitive by providing a context for what a model represents, labeled glass boxes
readable from any angle contain a nexus based on some model. As 2D-based views and
diagrams remain a primary form of SysE and SE documentation, they are visualized via
3D hyperplanes in proximity to its nexus for contextual support. In summary, hitherto
intangible digital elements “or digital twins” are thus made visible and related to one
another across the lifecycle spectrum.

Navigation. To support immersive navigation in VR while reducing the likelihood of
potential VR sickness symptoms, two navigation modes are supported in the solution
concept: the default uses gliding controls, enabling users to fly through the VR space and
get an overview of the entire model from any angle they wish. Alternatively, teleporting
permits a user to select a destination and be instantly placed there (i.e.,moving the camera
to that position), potentially reducing the probability of VR sickness when moving
through a virtual space.

Interaction. Interaction in VR is supported primarily via the VR controllers and our
VR-Tablet concept. Views consisting of diagrams are stacked as hyperplanes (with sub-
diagrams placed below),with corresponding objects highlighted in theNexus or diagram.
Our VR-Tablet paradigm provides: interaction support, detailed information regarding a
selected element, and can support browser-basedmultimedia content, browsing, filtering,
and searching for nexus nodes.

5 Realization

The logical architecture of our VR-SDLC prototype realization is shown in Fig. 5,
consists of the following modules: the Data Hub (with a GUI, an LML Adapter and
Transformer, and a Database), and the Unity VR modules: General, Tablet, and LML-
specific modules (ActionDiagrams, SpiderNexus, AssetDiagrams, and Connectors).

The Data Hub GUI, realized with PythonQT, simplifies data import via drag-
and-drop. Our Python-based adapter and transformer converts the XML exported
from Innoslate. The main elements of the XML structure are: innoslate (the root
element), schema, schemaClass, schemaRelation, xmlTargetRelation, database, entity
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Fig. 5. VR-SDLC Logical Architecture.

(name, description, schemaClassId, numbering, creation/change timestamp, etc.), sim-
ulationData (Action Diagram structure), relationship (between two entities: sourceId,
schemaRelationId, targetId). This is mapped to our JSON format, which is stored in
the Neo4j graph database, which provides a flexible basis for supporting contextualiza-
tion via its graph structure and Cypher Query Language. Figure 6 exemplifies relations
between Action Diagram elements viewed in the Neo4j database browser.

Fig. 6. Elements of an Action Diagram viewed in Neo4j Browser.

From the three primary diagram types specified in LML, our prototype realization
currently supports the equivalent of Spider and Action diagrams in VR. The Spider
diagram is mandatory for traceability, depicting how entities relate to one another. To
realize the essence of what Spider diagrams convey in VR, we instead utilize a spherical
nexus to visualize the relations between entities. The Action diagram - the only diagram
type unique to LML - is used to express functional sequencing in a simplified way (vs.
flow charts, UML/SysML Activity Diagrams, or BPMN) with a notation that supports
comprehension by other stakeholders. Control node types consist of SERIAL, LOOP,
PARALLEL, OR, START, END, and SNYC. We realized Action diagrams in VR as a
3D model of the diagram and its elements on a hyperplane. Asset diagrams provide a
physical representation of design elements. They consist of Asset, Resource as a subclass
of Asset, and Conduits. Due to time and resource constraints, however, our prototype
does not yet support Asset diagrams. For visualization realization purposes, they can be
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viewed as a simplified variant of the Action diagram, and thus we do not foresee any
technical hindrances.

As to support for additional (non-primary) diagram types, our demonstrated support
for many diagram types and notations in VR was enumerated with Fig. 4 in the prior
section, andwe thus can envision support for thewide variety of the optional and common
diagram visualizations recommended for use with LML [22] (VR-UML, VR-SysML,
VR-BPMN).

6 Evaluation

An empirical evaluation is out-of-scope for this paper but included in future work.
For the evaluation of our solution concept with our prototype realization, we refer to
the design science method and principles [34], in particular, a viable artifact, problem
relevance, and design evaluation (utility, quality, efficacy). For this case study, we focus
on supporting lifecycle comprehension, analysis, and contextualization. In particular,
with regard to scenarios involving diverse project lifecycle instantiations (SysE and SE),
heterogeneous side-by-side models (e.g., with SysML), and cross-project or program
management aspects.

To verify support for differing lifecycles, the following LML sample project datasets
from the Innoslate tool were used:

Autonomous Vehicle: a SysE sample representing the development of an autonomous
vehicle for SAE International Level 5 full automation. It consists of 199 nodes and 886
links, including 39 Statements, 37 Requirements, 33 Tasks, 16 Actions, 11 Assets, 18
Dependencies, 12 Time Elements, and 8 Input-Outputs. It contains 11 Action Diagrams.

FireSAT Satellite: a space satellite system that performs early detection and warning
for forest fires. This SysE sample is from the Applied Space Systems Engineering book.
It consists of 347 nodes and 1270 links, including 4 Statements, 44 Requirements, 33
Tasks, 63 Actions, 90 Assets, 3 Resources, 7 Artifacts, 15 Test Cases, 11 Characteristics,
12 Time elements, 9 Input-Outputs, 17 Conduits, 3 Equations, and 18 Cost elements. It
contains 27 Action Diagrams.

Musicify Streaming Service: a hypothetical music streaming service as a software-
centric (SE) reference example for software engineers. It consists of 189 nodes and 722
links, including 3 Statements, 20 Requirements, 2 Artifacts, 32 Tasks, 36 Actions, 25
Assets, 10 Conduits, 13 Time Elements, 6 Cost Elements, 15 Dependencies, 1 Resource,
and 22 Test Cases. It contains 19 Action Diagrams.

SPECTERLunar Rover: a SysE sample inspired by NASA’s Break the Ice Challenge
for a system for excavation and delivery of icy regolith under extreme lunar conditions.
It consists of 152 nodes and 558 links, including 1 Statement, 17 Requirements, 51
Tasks, 12 Actions, 13 Assets, 4 Conduits, 4 Issues, 3 Artifacts, 17 Time elements, etc.
It contains 26 Action Diagrams.
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6.1 Multi-project and Program Management Analysis Support Scenario

Figure 7 demonstrates the ability to load and compare multiple LML lifecycles simul-
taneously, each in a transparent cube containing a nexus of interconnected nodes repre-
senting its lifecycle elements. Each nexus is centered on a common axis, thus the larger
the nexus (illusion of being shifted forward), the greater the number of nodes; in this
case FireSAT (second from left) is the largest with 347 nodes. To provide order, each
nexus is layered by colored node type. Thus, one can visually readily determine that
FireSAT has more Assets (red nodes) than the other projects. The stats for each project
are displayed as a type-colored legend near the nexus box. Furthermore, via the VR-
Tablet a user can toggle show all diagrams across all projects (Fig. 8), which are placed
on an axis in front of each nexus (to avoid collisions, they are currently spaced apart, but
we intend to further optimize proximity placement). Thus, a user can quickly determine
which, if any, diagrams are even available. Via the VR-Tablet, the available diagrams
are scrollable by name, and can be selected and shown.

Hence, cross-project coordination or program management analysis (e.g., qual-
ity assurance) can be readily undertaken, e.g., to consider lifecycle optimizations or
improvements in efficiency or effectiveness measures. While at first glance it may seem
cognitively complex, which in fact such lifecycles are, yet VR-SDLC offers an immer-
sive overview of the reality that can then be adjusted and filtered for the interests of the
stakeholder involved.

Fig. 7. Multiple LML projects loaded as VR-SDLC nexuses.

6.2 Contextualization Scenario

This scenario focuses on providing stakeholders with contextual support. Each nexus
provides insight to the entire contextual information available to a given project, provided
primarily via the links between nodes as shown in Fig. 9.

For the context of a given element, if any element in a nexus is selected as shown in
Fig. 10, only links to first-degree nexus neighbors remain colored, other nodes and links
are ghosted. This highlights its direct context, while leaving hints at the overall context.
Here, the node “Obtain Music Information” of type Requirement is selected, with the
VR-Tablet providing additional details (colored by type) about data associated with the
element. The first-degree neighbors and relations for this element are: decomposes the
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Fig. 8. VR-SDLC showing all diagrams available for multiple LML projects.

Fig. 9. VR-SDLC depicting LML Autonomous Vehicle Sample nexus.

Statement Functional_Requirements (pink), is satisfied_by the Asset Storage_Service
(red), and is verified_by the Test Case Music_Information (black).

For diagrams, context relative to other diagrams is provided if associations to sub-
or super- diagrams exist (as illustrated in Fig. 11 for a set of diagrams and Fig. 12 for a
single Task). Also, when selecting an element in either the nexus or diagram, only the
links in the nexus to first-degree neighbors remain colored, all other nexus nodes and
links are ghosted, and only the diagrams associated with that node are shown. This can
be seen in Fig. 13, where the Task Musicify WBS was selected.
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Fig. 10. VR-SDLC depicting selection in LML Musicify Sample nexus. (Color figure online)

Fig. 11. VR-SDLC expanded contextual hierarchy of LML Action diagrams.

In contrast, in a browser using 2D diagrams, this contextual information can be
difficult to attain. For instance, in the Innoslate tool, when one double-clicks one element,
then the view typically changes to the subdiagram. One can place diagrams side-by-side
(see Fig. 14), but it is not visually obvious (but rather possible via numbering) to extract
how the elements and diagrams possibly relate.
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Fig. 12. VR-SDLC showing an LML Action subdiagram for the Project_Management Task.

Fig. 13. VR-SDLC Contextualization of Actions in Nexus and multiple LML Diagrams.

6.3 Heterogeneous Hypermodeling Support Scenario

Immersive heterogeneous multi-model analysis is supported by loading multiple models
in VR as shown in Fig. 15, where SysML diagrams (as hyperplanes) are loaded via VR-
SysML [12] near the LML models. In previous work, we have demonstrated loading
heterogenous models in VR, such as our VR-UML [13], VR-EA for ArchiMate [7],
and VR-BPMN [11] solutions models. The unlimited space in VR offers the ability to
be cognizant of the various models available and how they relate, and can offer new
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Fig. 14. LML Action Diagrams placed side-by-side as widgets in Innoslate.

insights into potential missing, forgotten, or duplicated aspects, and could support a
more comprehensive traceability.

Fig. 15. Example heterogeneous multi-model visualization and analysis capability showing VR-
SysML diagrams (as hyperplanes) near LML models.
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Furthermore, integration with our EA-centric VR-EA+TCK [9] is readily feasible,
and would enable a much more comprehensive and holistic insight for stakeholders,
taking into account the entire organization (as the enterprise) with all its related elements
and systems, such as KMS and ECMS. Furthermore, a time-based lifecycle or target
system evolution with a process-mining view as demonstrated in VR-EvoEA+BP [10]
could be applied at the project-level to the SDLC lifecycle as well. Integration with
VR-BPMN [11] models is also feasible, if such process models were available to the
lifecycle or if the available mapping of LML to BPMNwere desired. We thus see further
opportunities for multi-model integration with VR-SDLC.

7 Conclusion

Current modeling notations for lifecycle and system/software models are available, yet
are typically 2D diagram-focused and run into inherent visual limitations, lacking the
ability to comprehensively visualize the lifecycle, to do this contextually, and to visually
integrate the lifecycle with its target models. VR-SDLC contributes a solution con-
cept for an immersive visualization experience of SysE and SE lifecycle models, sup-
porting diverse stakeholders with context-enhanced insights into the lifecycle. Via its
nexus-based approach, VR-SDLC comprehensively portrays lifecycle model elements,
relations, and diagrams while enhancing them with context. The solution concept was
demonstrated with our prototype realization that showed support for diverse LMLmodel
lifecycles. Multiple lifecycle projects can be portrayed concurrently to support inter-
project or program portfolio analysis and optimizations. Its hypermodeling capability
was demonstrated with VR-SysML, showcasing how both a target model in SysML
and its lifecycle in LML can be portrayed concurrently in VR. The VR-SDLC solution
concept is abstract and flexible, and alternativemodeling languages, data formats or inte-
grations, and additional modeling elements or diagram types could be readily supported.
VR-SDLC could be used to enhance or extend existing very capable 2D lifecycle and
modeling tools such as Innoslate.

The benefits of our solution approach include comprehensive lifecycle model visu-
alization, supporting comprehension, analysis, and contextualization. This includes het-
erogeneous side-by-side lifecycle models lifecycle with the target models, enabling the
tailoring, traceability, and verification of lifecycle activities to the target model (e.g.,
UML/SysML) situation. Furthermore, the ability to load various lifecycle models in VR
simultaneously supports cross-project or program management analysis. By portraying
the lifecycle contextually and comprehensively, more inclusive and intuitive stakeholder
collaboration and contextual insights are supported.

Future work includes realizing support for Asset Diagrams, model modification in
VR, OSLC support, automatedmodel verification, and a comprehensive empirical study.
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Abstract. Data markets offer a way for organizations to trade data
products with each other. Data in data products typically ranges from
carefully formatted raw data to comprehensive insights for business
decision-making. However, the lack of trust between data sellers and buy-
ers makes transactions in the data markets challenging. The agreements
regarding the quality of the data offered and consumed must be estab-
lished and automatically enforced. This work proposes a smart contract-
based framework to enable peer-to-peer value exchange in data mar-
kets while enforcing consensus between data sellers and buyers on data
quality. We developed the framework using the design science research
methodology and implemented it using Solidity. The implementation was
deployed and tested on the Ethereum blockchain platform. Moreover, we
used semi-structured interviews with experts to validate and refine the
proposed data transaction protocol.

Keywords: Data Market · Smart Contracts · Data Contracts · Data
Sharing · Blockchain

1 Introduction

Data has been established as a valuable commodity that is being collected,
processed, and sold by organizations and individuals for re-use by other par-
ties [2,9,25]. While many open data sources exist, parties might be more inclined
to purchase data from a third-party supplier due to higher data quality [28].
There are additional benefits to acquiring data from a third party, such as access
to data that might not be readily available or would be expensive to collect. Such
data from suppliers might also have undergone cleaning and curating, resulting
in a data product that the buyer can use immediately.

Data marketplaces offer a way for organizations to trade their data. Data
sellers can cater to a wide range of buyers in these marketplaces by providing
products whose data ranges from raw data to comprehensive insights for business
decision-making [25]. The commercial success of these data markets, however,
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is hampered by challenges, such as the limited pre-purchase information, lack
of individual pricing models, the asymmetry between sellers and buyers of data,
and Arrow’s paradox [10,25]. The latter describes a scenario in which buyers
need access to data to evaluate a data product’s quality before deciding upon
their purchase [1]. However, still, sellers are only willing to give the required
access after said data product has been purchased.

Several literature reviews on the data market exist [10,17,25]. They analyzed
existing data market platforms (e.g., private, consortiums, and independent),
stakeholder roles (e.g., data sellers/providers, data buyers/consumers, and mar-
ket brokers), and application domains. While many data platforms exist on the
Web, they predominantly serve provider interests, offering one-sided information
and neglecting consumer data needs, which impedes effective data exchange [13].
To be successful, data platforms must converge on integrating data offerings and
consumer needs [13] and cater to diverse consumer preferences [25]. For example,
some consumers prioritize reliability and standardization, while others seek novel
insights for decision-making. These different needs can be better served through
tailored agreements in peer-to-peer transactions. However, the quality and value
assessment of data by potential buyers necessitates pre-purchase access, contra-
dicting the premise of selling information [17,25]. This dilemma underscores the
challenge of establishing trust and value in data transactions, which is critical
for the future trajectory of data marketplaces.

To mitigate this problem, a data market can provide the capability to validate
the quality of the data exchanged between parties who do not necessarily trust
one another [10]. This enables the buyer to have information regarding the data
quality of a dataset without having accessed it. At the same time, the data
seller does not have to grant access to the buyer. Therefore, such data markets
can enable the sale between these two parties who might not trust one another.
However, most current data markets offer very little pre-purchase information
or independent data testability [17,25].

Thus, in this paper, we aim to answer the question: How can the consen-
sus among parties regarding data quality validation be transparently enforced in
peer-to-peer data transactions in data marketplaces?. We propose a data trans-
action protocol that utilizes smart contracts and blockchain technology [19] to
enable organizations to perform efficient data transactions and establish trust
in the quality of the shared data. Due to its decentralized nature, security,
and consensus mechanisms, blockchain technology helps address the traditional
marketplace issues, including Arrow’s paradox [8,10,13]. In particular, smart
contracts enable the automated execution of actions upon certain conditions
being met without trust, acting as an independent third party [3,27]. We imple-
mented the proposed solution using the Solidity smart contract language and the
Ethereum blockchain platform. We then conducted a semi-structured interview
with experts to validate its usefulness and completeness. This paper is structured
as follows. Section 2 describes the research methodology. Section 3 presents our
smart-contract-based approach in detail. Section 4 describes the prototype imple-
mentation and the interview-based validation of the proposed solution. Finally,
Sect. 5 reviews the related work, and Sect. 6 concludes the paper.
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2 Research Methodology

This study uses Design Science Research Methodology (DSRM), which focuses
on creating artifacts designed to solve specific problems [21]. We selected DSRM
as we aim to create a methodology (i.e., the artifact) that can address the prob-
lem of enforcing consensus regarding data quality assessment in peer-to-peer data
exchanges between organizations in data marketplaces. Following the DSRM pro-
cess, we consulted the literature to identify the problem of achieving consensus
among participants in data transactions and to design a smart contract-based
solution to address the identified problem. We created a prototype implementa-
tion to demonstrate the feasibility of the proposed solution. A set of interviews
with experts were conducted to validate the solution’s practicality and utility.

2.1 Relevance of Blockchain Technology

To illustrate how smart contracts can enforce consensus and secure value
exchange in peer-to-peer data transactions between organizations, we use a
scenario where two parties want to engage in peer-to-peer data transactions.
To achieve this, they first communicate the terms of sale, such as the price
of the data and the required data quality. Together, they set up a data qual-
ity SLA (Service-Level Agreement) and define what processes will be followed
when expectations are not met [18]. The parties then decide how to measure
non-conformance to the agreed data quality requirements and the acceptabil-
ity thresholds for each requirement. Since the data quality requirements are
formalized and belong to one of the standard dimensions (e.g., accuracy and
completeness), they can be objectively measured [12]. The parties write quality
control code that they can both use to test whether the data meets the qual-
ity requirements. The parties decide upon the time expected to resolve the issue
and, lastly, appoint a third-party mediator to resolve the dispute if the resolution
times are not met.

It is important to establish whether blockchain technology is appropriate to
help alleviate the problems related to transparently enforcing the consensus of
data quality validation. For this purpose, we use the above scenario and follow
Pedersen et al.’s ten-step decision path [20] for selecting the blockchain technol-
ogy for a specific use case (see Figure 1).

Is there a need for a shared common database?: Yes. A shared database can
be used as an immutable store for the smart data contracts that will represent
the terms the parties have agreed upon.

Are multiple parties involved?: Yes. The parties involved are the data buyer,
the data seller, and the mediator, who can step in if needed.

Do involved parties have conflicting interests/trust issues?: Yes. The data
buyer wants the data but is not incentivized to pay for it once it receives the
data. Similarly, the data seller is incentivized to demand payment, regardless of
the quality of the data they deliver.

Parties can/want to avoid a trusted third party?: Yes. Having mentioned the
issues of transacting through data market platforms, both parties want to engage
in a peer-to-peer transaction.
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Do rules governing system access differ between participants?: Yes. The medi-
ator’s unique role and the differing roles between the data buyer and seller make
system access rules different.

Do transacting rules remain largely unchanged?: Yes. The parties’ transacting
rules should not be changed once established.

Is there a need for an objective, immutable log?: Yes. Immutable storage can
store the terms of data-sharing contracts and enable the resolution of disputes
by a third-party mediator. In addition, all transaction-related data that might
be needed for mediation by a third party will be immutably stored in the shared
database.

Is there a need for public access?: No. The peer-to-peer transaction details
do not need to be made public outside of the business network in which the
organizations operate.

Where is consensus determined? Inter-organizational or intra-organizational:
In our motivation scenario, the consensus is determined between organizations.
Thus, the inter-organizational case is applicable, needing a permissioned public
blockchain [20]. However, if greater privacy and governance control are desired,
groups of organizations might choose to use a permissioned private blockchain
instead.

Fig. 1. Overview of the Blockchain decision path [20]

Based on these answers, we conclude that blockchain-based smart contracts
have the potential to be a good solution to address our research problem.

2.2 Interview Protocol

We conducted semi-structured interviews while encouraging interviewees to
express themselves freely. We followed the best practices of conducting such
interviews [14]. To report on the interview findings, the evaluation structure of
DSRM was used [23]. The goal of the interviews is to assess the proposed solution
based on the following evaluation criteria:

1. Completeness: Is anything missing from the framework’s design?
2. Simplicity : How does the simplicity or complexity of the framework affect its

adoption?
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3. Understandability : Is the framework comprehensible in its context?
4. Operational Feasibility : What are the possible challenges to integrating the

framework in practice?
5. Usefulness: Are the identified issues addressed by the framework?

We conducted interviews virtually using Microsoft Teams, with the audio
automatically transcribed. To protect the interviewees’ privacy, their identities
have been coded to the format ’E-#’ as shown in Table 1.

Table 1. Overview of expert interviews

Interview Type Organization ID Years of Experience

1 Data Management Software Company E-1 12

2 Web3 Developer Blockchain Company E-2 11

3 Co-founder Blockchain Company E-3 7

4 Blockchain Consultant and Author Innovation Foundation E-4 30+

5 CIO International Bank E-5 10

2.3 Participant Recruitment Process

We applied purposive sampling [11] to identify the participants with relevant
expertise and varied viewpoints. We chose this technique as our study’s goal is
not to make population-wide generalizations but to gather insights that will help
further improve the proposed framework. According to Etikan et al. [11], this
sampling technique provides particular benefit to the researcher with limited
resources, time, or workforce at their disposal. We selected participants based
on their knowledge and professional experience in blockchain, data management,
and smart contracts.

Participants were recruited by exploring spaces active in blockchain or data
management. Channels used for outreach were email and phone for parties who
made themselves reachable through public information, such as research labs
and publishers of literature. The potential for outreach was larger in anony-
mous channels on communication platforms such as Discord and Telegram. Two
Discord community servers totaling 1100 members provided an opportunity for
outreach. Two telegram groups focused on blockchain development and Web
3.0, totaling slightly over 9000 members combined, were also used to perform
outreach. Unfortunately, the response rate in these communities was extremely
low, and interview turnout was even lower.

The interviews started by asking the interviewees about their relevant back-
ground and inviting them to talk about their experiences. Then, they were pre-
sented with the proposed framework and asked to provide feedback. Interviews
lasted 25 to 45 min, and their transcripts were immediately created while scrub-
bing personal or proprietary information. To extract the insights from the inter-
view transcripts, we systematically applied thematic analysis [6].
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2.4 Replication Package

The replication package of our study is available online1. It includes the imple-
mentation of smart contracts, interview transcripts, and the approval of ERB
(Ethical Review Board) for conducting interviews.

3 Smart Contracts-Based Approach for Enforcing
Consensus in Data Transactions

We propose a smart contract-based solution to facilitate peer-to-peer data trans-
actions between organizations in data markets. Figure 2 provides a high-level
overview of our smart contract-based solution. The subsequent sections will dis-
cuss it in detail.

Fig. 2. A high-level overview of the data transaction process involving a smart contract
and, if needed, mediator

3.1 Roles of Smart Contracts

As discussed in Sect. 2.1, a data market needs a permissioned (private or pub-
lic) blockchain. The smart contracts used in such blockchain environments need
to secure value exchange between parties. The data buyer should be protected
against losing money when the data delivered does not meet the agreed-upon

1 https://doi.org/10.5281/zenodo.11114114.

https://doi.org/10.5281/zenodo.11114114


136 T. Heideman et al.

standards as recorded in the data quality SLA. The data seller should be pro-
tected from not receiving their funds when the delivered data meets all the
objective quality standards defined in the SLA.

The smart contract acts as an escrow service and an immutable store of qual-
ity control procedures. This means the buyer transfers the agreed-upon sum to
the smart contract, which then only pays it out if the negotiated terms on data
quality are met. The smart contract enables both buyer and seller to engage in
a data sale where following the negotiated terms on data quality is a require-
ment to complete the monetary transfer between the parties. This allows buyers
and sellers to engage in data transactions knowing that the contract enforces
adherence to the agreed quality standards and protects both buyer and seller by
acting as an escrow service, discouraging misbehavior [15]. Parties are protected
from stalemates as a neutral mediator is available in a dispute.

The smart contract secures the value exchange by acting as an escrow service.
Payment to the smart contract indicates a commitment to the transaction to the
seller. The smart contract requires a hash and a flag from both parties to release
the payment. The retrieved and executed quality control code is stored in the
smart contract. The hash is generated by applying a hash function to the quality
control code. This proves the handling and acknowledgment of the agreed-upon
quality control procedure. Executing the code on the data should result in a
flag or completeness result, indicating whether the data has met the required
standard. After being sent the data, which the seller has verified to meet the
quality standard, the buyer completes the same quality control procedure and
submits their hash and flag to the smart contract, releasing the payment to
the seller. Adhering to this protocol enforces consensus between the parties by
ensuring both parties perform the same quality control procedure. Therefore,
there can be no dispute regarding the quality of the data, which is needed to
deal with Arrow’s paradox [1].

3.2 Roles of Players in Smart Contract Mediated Data Transactions

Data Seller. The data seller (or the data provider) offers the data to be sold.
They are responsible for ensuring that the data meets the specifications agreed
upon with the data buyer. The data seller interacts with the smart contract by
requesting the quality control code required to verify the data quality before
delivery. Furthermore, the data seller submits the result of executing the quality
control code and a hash value of the code. The data seller interacts with the
data buyer when transferring the data to the buyer in an off-chain manner. The
smart contract releases payment to the data seller when both parties achieve
consensus regarding the quality of the delivered data and the steps required to
reach that conclusion. In the event of a dispute, the data buyer interacts with
the data seller to try and achieve consensus by ensuring both parties submit
identical hashes and results, proving they have done the same work. Failing to
do so within the agreed-upon time limit notifies a selected third-party mediator
who will communicate with the data buyer and the data seller and interact with
the smart contract to arbitrate and resolve the dispute.
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Data Buyer. The data buyer (or the data consumer) is the party interested in
obtaining the data product(s) the data seller offers. The data buyer must ensure
that the data received from the data seller meets the specifications agreed upon
with the data seller. The data buyer interacts with the smart contract by sending
funds over to the smart contract, which acts as an escrow service and signals
commitment to the transaction to the data seller. Upon receiving the data from
the data seller, the data buyer requests the quality control code stored in the
smart contract and uses it to verify the quality of the data. Then, they submit
their hash and quality control results to the smart contract. If the received data
does not meet the agreed-upon specifications as verified using the quality control
code, sending the result and hash to the smart contract will lead to the smart
contracting detecting a lack of consensus. They will enter dispute mode, where
parties can re-submit their hashes within a defined period before the mediator
is requested to resolve the dispute. In the case of such a dispute, the data seller
and buyer should strive to identify the cause of the issue to achieve consensus
so that the transaction can be resolved.

Third-Party Mediator. The mediator is vital in resolving disputes between
the data buyer and seller. Their involvement is required only when parties fail
to adhere to the protocols required by the smart contract and fail to achieve
consensus on their own. They interact with the buyer and seller to obtain the
exchanged data. They interact with the smart contract by requesting the quality
control code to check the data received and exchanged between the parties. The
mediator submits the hash and results as an outcome of the quality control
process to the smart contract, breaking the stalemate and resolving the dispute.

3.3 Smart Contract Mediated Data Transaction Workflow

The contract must be created before any data transactions can be made. Once
parties have formulated their agreements about the terms of sale and the qual-
ity requirements for creating a data quality SLA, either party will write the
quality control code used to verify conformance to the requirements. The buyer
deploys the smart contract. Following the agreement with the seller, the relevant
parameters are processed. The parameters include:

– The agreed price of the data product to be delivered is expressed in the
currency utilized by the smart contract.

– The quality control code (as a string value).
– The amount of time the buyer and seller have given themselves to resolve the

dispute independently.
– and the addresses of all involved parties, including the mediator (are used to

identify the parties and their roles).

Once the contract is deployed, parties verify that it represents their agree-
ments, and the transaction process can commence. The BPMN (Business Process
Model and Notation) process model in Fig. 3 illustrates the transaction process.
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Fig. 3. The BPMN model for data transfer utilizing a smart contract to enforce con-
sensus between participants. QC: data control code
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The transaction is initiated with the buyer transferring the required amount to
the seller, which is rejected if it does not meet the required amount. This prompts
the seller to prepare the data, retrieve the quality control code, and execute and
hash it. If in order, the seller sends the hash and flag to the smart contract. The
data is then sent off-chain to the data buyer. The buyer then requests the quality
control code and performs the same steps, submitting the hash and flag to the
smart contract. If the protocol was followed, both should match, meaning there
is a consensus between the parties regarding the process and result, and funds
are released to the seller by the smart contract. If the hashes or flags do not
match, a timer starts, and parties have the agreed-upon time to resolve the issue
and resubmit their hashes and flags until they can reach a consensus. Suppose
this is not achieved within the allotted time. In that case, the smart contract
notifies the third-party mediator who will obtain the data, perform the same
quality control procedure, and submit the resulting hash and flag, releasing the
fund to either the buyer or seller, depending on the outcome.

Adopting this process encourages data sellers to ensure their delivery of
data products aligns with the pre-established quality standards. Non-compliance
could deny the data seller’s payment. On the other hand, transferring funds to
the smart contract before any data is sent shows commitment to the transaction
with the data seller. Parties might disagree regarding the quality of the result. To
circumvent any possible ambiguities regarding the verification methods employed
by each party, the process mandates using the quality control code immutably
stored inside the smart contract on the blockchain. This approach fosters both
transparency and trust among the parties. The escrow service performed by the
smart contract, combined with the role of the independent mediator, ensures
that parties have a fair resolution of the transaction in case of a dispute. If the
data buyer submits incorrect claims of failing quality control, the data seller is
assured of payment after a mediator verifies the data quality. Conversely, the
data buyer is protected against paying for non-complying data. In case of a dis-
pute, the mediator might conclude the data as non-complying, and the smart
contracts will release the funds held in escrow back to the buyer.

Based on the data transaction process, Algorithm 1 expresses the function-
ality of the smart contract, highlighting the initialization of variables, functions,
and conditions dictating the actions of the smart contract.

4 Evaluation

In this section, we first present the prototype implementation of our smart-
contract-based approach and the estimation of Gas costs for running the pro-
posed smart contract using the prototype. Next, we discuss the findings from
the semi-structured interviews.

4.1 Proof of Concept

To verify the feasibility of the proposed solution, we developed and tested a
proof of concept of the smart contract. The code was written in Solidity2 and
2 https://soliditylang.org/.

https://soliditylang.org/.
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Algorithm 1. DataTransactionAuditor smart contract
1: procedure Initialize(dataQualityCode, dataSeller, mediator, minAmount, deadlineHours)

2: dataQualityCode ← dataQualityCode

3: dataSeller ← dataSeller

4: dataBuyer ← msg.sender

5: mediator ← mediator

6: minAmount ← minAmount

7: deadlineHours ← deadlineHours

8: end procedure

9: procedure CreateTransaction

10: if msg.value ≥ minAmount and msg.sender == dataBuyer then

11: Hold payment in smart contract

12: Create a new transaction with initial values

13: end if

14: end procedure

15: procedure SubmitHashes(transactionId, codeHash, resultFlag)

16: Store codeHash and resultF lag for the invoking party (dataBuyer or dataSeller)

17: if Both parties submitted hashes and flags then

18: if hashes and flags match then

19: if resultFlag is true then

20: Release payment to dataSeller

21: else

22: Refund payment to dataBuyer

23: end if

24: else

25: if disputeDeadline is not set then

26: Start dispute timer

27: end if

28: end if

29: end if

30: end procedure

31: procedure MediatorSubmitHashes(transactionId, codeHash, resultFlag)

32: if codeHash matches with either buyer’s or seller’s hash and their corresponding flag

matches resultF lag then

33: if resultFlag is true then

34: Release payment to dataSeller

35: else

36: Refund payment to dataBuyer

37: end if

38: end if

39: end procedure

can be found in our online appendix (see Sect. 2.4). We used Remix IDE3 to test
the contract. Remix allows for deploying smart contracts written in Solidity in a
simulated environment. These environments run the Ethereum Virtual Machine
(EVM), the runtime environment required to execute smart contracts on the
Ethereum network. The smart contract can, therefore, be deployed on both the
public Ethereum network and Ethereum Enterprise, the private permissioned
blockchain variant. An EVM runs on every active node in the Ethereum net-
work. Remix IDE offers several virtual environments to test, each containing mul-

3 https://remix.ethereum.org/.

https://remix.ethereum.org/.
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Fig. 4. The smart contract code implementation of the transaction process

tiple addresses charged with 100 ETH (Ether), a digital currency. Remix IDE,
therefore, allows for unrestricted testing and evaluation of the smart contract’s
functionality. It also provides detailed transaction logs, debugging of function
calls, and input transaction parameters.

As shown in Fig. 4, the data buyer deploys the contract in agreement with
the data seller, filling in the parameters according to specifications. The smart
contract is now deployed and contains the addresses of the dataSeller, dataBuyer,
and mediator. The contract also has stored minAmount, the minimum payment
required by the dataSeller in Wei (the smallest denomination of ETH), needed
for the transaction to be created. Also, it has been recorded what number of
deadlineHours both parties have given themselves before the mediator is notified.

The dataSeller can now transact ETH to the smart contract, which will be
accepted if the amount is equal to or higher than minAmount using createTrans-
action(). The transaction is reverted otherwise or if an address other than the
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buyer tries to transfer funds to the smart contract. With the smart contract
having received sufficient funds, a unique transactionId is created, and it emits
an event notifying all stakeholders, including the data seller, of a new pending
transaction.

The data seller prepares the requested data for delivery. The seller can now
call the public view function getCode() to retrieve the code parties agreed to use
to verify the dataset’s quality. The execution of this code and its positive out-
come should signify that the data is up to the pre-established standard agreed
upon by both parties. The seller now hashes the retrieved code off-chain using
a hashing algorithm decided upon with the buyer. An example of such a hash-
ing algorithm would be SHA-256, which is compatible with the bytes32 format
requirement used by this implementation. Anticipating the possibility of deploy-
ment on the public Ethereum network and recognizing that solidity does support
hashing functions, processing strings can be costly for large strings and becomes
more expensive with every added byte of data sent in a transaction. It is, there-
fore, recommended that the data that needs to be transacted once a contract
is deployed be minimized. Assuming the data seller’s quality control passes on
the data set, they prepare to send the data to the buyer. The seller and only
the seller can now call submitHashes and parses the relevant transactionId, the
codeHash and the outcome of running the code on the data. In this case, that
outcome is represented by true or false representing a pass or fail, respectively.
Only the buyer or seller can use this function. Any other addresses that try to
call this function will have their transaction reverted.

At this point, the data will be transferred off-chain to the data buyer. They
will perform the same operations as the data seller concerning retrieving the
quality control code, hashing the code block, and observing the outcome of exe-
cuting the code. They are now able to submit their codeHash and resultFlag
using submitHashes(). If the hashes and flags match with a passing flag, the
transaction is completed by transferring the funds associated with the transac-
tionId to the data seller. If the hashes match with a failing flag, the buyer is
refunded their funds. In either case, isResolved is set to true, and further trans-
actions to the contract about that particular transactionId are rejected. If the
hashes or flags do not match, the contract notifies stakeholders of the conflict
through the emission of an event and sets the deadline for the dispute to be
resolved by both buyer and seller.

Parties can attempt to achieve consensus by resubmitting their hashes
and flags using submitHashes until they match, indicating consensus has been
achieved. If a hash is submitted after the deadline has passed, the third party
will be notified, and the contract will not accept any more submissions from
either the buyer or seller. The mediator will now communicate with the buyer
and seller off-chain to obtain the data and will use the public view function
dataQualityCode() to perform the same procedure as the buyer and seller. The
resulting hash and flag can be submitted to the contract by the mediator only
using mediatorSubmitHashes. If it matches either party’s hash and flag, the pass
flag value will decide whether the buyer is refunded or if the seller is paid and
the transaction isResolved.



Smart Contracts as Data Quality Consensus Enforcers in Data Markets 143

Table 2. Gas costs of Solidity functions in USD on May 12th, 2023

Method Name Txn Gas Exec. Gas Avg. Exec. (USD) Fast Exec. (USD)

deploy 1,856,203 1,667,993 $43.13 $177.87

createTransaction 158,534 137,470 $3.55 $15.19

submitHashes 81,616 59,772 $1.55 $7.82

resolve transaction 115,134 93,290 $2.41 $11.03

mediatorSubmitHashes 68,455 46,599 $1.20 $6.56

getCode 16758 $0.43 $1.61

4.2 Cost Estimation

All functions in the smart contract implementation were successfully tested.
When conducting transactions on the public Ethereum and Ethereum Enterprise
network, a unit of measure called Gas is used to represent the computational
effort required to process a transaction. We used the Gas prices of Ethereum Gas
Stations to estimate the Gas use and the costs of deploying the smart contract on
the public Ethereum network. The prices for average and fast transactions were
taken on the 12th of May, 2023. The price for average execution (under 5 min)
was 14.3 Gwei, and the price for fast execution (under 2 min) was 53 Gwei.
With a closing price of 1,808.02 on the 12th of May, 2023, 1 Gwei would equal
0.00000180802 USD. The estimated costs of running the transacting functions
of the smart contract on the public Ethereum network are displayed in Table 2.
For this test, an 186-byte string was parsed as the parameter for the quality
control code. Deploying smart contact was the most expensive operation, while
the access quality control code was the least costly.

4.3 Interview Results

The interview transcripts were analyzed for evidence of support or opposition
towards the evaluation characteristics using the DSRM evaluation reporting
structure [23]. Participants’ opinions gathered during the semi-structured inter-
views were classified as positive or negative regarding the evaluation character-
istics of completeness, simplicity, understandability, operational feasibility, and
usefulness. Table 3 summarizes the interview results.

The completeness was evaluated through the experts’ ability to identify if
something was missing from our framework. One expert noticed the lack of
automated refund logic outside the scenarios discussed. While not specific to
our framework, another expert expressed the need to define how the code would
be implemented on both sides, stating code interpreter or hardware issues. There
were no particular comments regarding the improvement of the simplicity of the
framework. Participants found the framework simple enough that little to no
extra clarification was often needed. The framework was generally claimed to be
well-understood by the experts stating, “I can see you probably streamlined this
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Table 3. Evaluation results

Evaluation
Characteristic

Case evidence
(No. comments)

Prominent comments

Completeness ✓x 5 E-1: “I think this is the most thorough proposal
I’ve seen of, like, what does a successful data
contract look like?”

✗x 2 E-2: “One vulnerability is if the [mediator]
could be influenced in any way, and that would
be in the advantage of one side or the other.”

Simplicity ✓x 2 E-4: “But for me, this is really good, simplified,
I can follow it.”

✗x 1 E-2: “You’d have to probably really earmark the
industries that you want to double down on,
and probably you would need variations of the
same protocol depending on [the] industry and
you would, for it to blossom, you obviously need
it adopted.”

Understandability ✓x 4 E-3: “I can see you probably streamlined this a
lot already, so, you know, it’s very easy for me
to understand, you know?”

✗x 1 E-5: “so it’s the full code implementation that
you get from the contract and there. Yeah. And
that’s for me a little bit hard to understand ”

Operational
feasibility

✓x 3 E-3: “I think this is very scalable, this is pretty
simple.”

✗x 3 E-2: “...historically speaking, there’s usually an
imbalance of power. So the terms of what
quality is and how to interact are determined by
one partner as opposed to this kind of, like, you
know, uh, transparent collaborative.”

Usefulness ✓x 4 E-4: “Yeah, it’s a yes...This is a good, uh, set
up for [companies who want access to data].
And it’s not too much. It’s not too
complicated.”

✗x 1 E-4: “But again, this model is far from reality.
... People have to believe that this can also work
in their own in reality.”

✓indicates evidence of support towards the evaluation characteristic in a comment
✗ indicates evidence of opposition towards the evaluation characteristic in a comment

a lot already, so, you know, it’s very easy for me to understand, you know?”
(E-3), “From an academic standpoint, I like this, and in theory, it all makes
sense to me.” (E-1).

The perceived simplicity helped the experts draw parallels between their
professional experience, resulting in various opinions regarding the operational
feasibility. A participant stated how the framework is very transparent and col-
laborative, which, while desirable, “it didn’t reflect the world that I’ve come
from, so it’s a very futuristic view.” (E-2). This comment is a strong indica-
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tor of the operational challenges of the framework on the basis that it requires
transparency and collaboration from the involved parties, which cannot always
be expected from practical business scenarios. On the other hand, a participant
saw very little friction in putting the framework to use “I think this is very scal-
able, this is pretty simple”(E-3). Another operational feasibility concern seemed
to mainly stem from defining the agreements between the parties “I think the
problems that still arise are around actually defining that QC.”. Another expert
suggested parties should go beyond that definition and reduce the risk of losing
consensus by agreeing on implementing the quality control code at the hardware
level “..that is code, but that is on an abstraction level. What is totally different
is what is dealt with on the processor level ... that needs to be done in the same
way. Otherwise, the outcome of the process is totally different.” (E-5).

From the interviews, it becomes apparent that the main concerns voiced by
the experts concern parties agreeing and creating consensus on all the aspects of
the transaction, which requires identical performance from both parties. There-
fore, ignoring costs, it is attractive to move as many actions of the transac-
tion on-chain as possible. Considering the experts’ feedback, the framework was
adjusted to clearly describe under which conditions any funds should automati-
cally be returned to the buyer (i.e., no incoming data within seven days of the
initial deposit of funds.)

5 Related Work

This section reviews the data market studies that use smart contracts. SDTE [7]
is a blockchain-based data trading platform that allows data sellers to provide
access to the analysis of their raw data to data buyers and brokers without
disclosing raw data contents. ViSDM [8] is a decentralized crowdsourcing mar-
ketplace where the crowd collects and trades the data to the data consumers. It
uses smart contracts to implement market operations such as negotiating and
distributing data prices, managing the data asset catalog, and making payments.
Serrano [22] proposed using blockchain technology to implement three levels
(data abstraction, value-added services, and authenticity) of data validation
and verification in data markets. Charles and Delgado [4] employed blockchain
technology to share or trade health data in data markets transparently so that
patients can control and get visibility into the uses of their health data. PeB-
DaMa [16] used a consortium blockchain-based model to support trading Car
data. It focuses on data pricing strategies and optimizing data trading and wel-
fare in the market. SPDS [26] utilized blockchain technology to support auditing
usage of smart gird data and smart contracts to implement various data access
and usage policies. ProvNet [5] used the networked blockchain model to store
data provenance information while avoiding revealing raw data contents. Finally,
Song et al. [24] conducted a systematic literature review on blockchain-based
models for data sharing and exchange, including data markets. They noticed
the blockchain had been used in scenarios such as implementing fine-grained
data access control, making the shared data readily available, and improving
data interoperability through enforcing data governance policies and standards.
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Compared with the above studies, we developed a smart contract-based data
transaction protocol to enable data sellers and buyers (or brokers) to establish
and enforce the data quality SLAs transparently. Smart contracts, being trans-
parent and unchangeable, guarantee the execution of agreements and the safe
distribution of funds, promoting self-governance and confidence in the absence of
external meddling. Moreover, a blockchain-based system can address the infor-
mation asymmetry by making consumers’ needs more visible to providers or
enabling the negotiation of the terms of sale. It can also prevent Arrow’s para-
dox by adjusting the terms of sale to a system where an asynchronous exchange
of value takes place, and data quality is guaranteed.

6 Conclusion and Future Work

We presented an approach using blockchain technology and smart contracts to
facilitate efficient and secure peer-to-peer transactions in data marketplaces. We
presented a smart contract-based protocol for exchanging data between data
sellers and buyers while enforcing the consensus regarding the quality of the
delivered data. Smart contracts can reduce the risks associated with deploying
data to a third-party platform and the risk of purchasing data that does not meet
the pre-established quality requirements. The proof of concept demonstrated the
functionality of the proposed solution. Moreover, while the proposed framework
was generally well-received by experts, concerns were raised regarding its oper-
ational feasibility. In future work, we plan to study the proposed framework’s
scalability and performance in relation to its capability to support the current
transaction volumes of traditional data marketplaces. Furthermore, we plan to
extend the proposed data transaction validation process to prevent revealing
sensitive information about buyers and sellers. Moreover, we will study alterna-
tive blockchain platforms and techniques for minimizing the Gas cost of using a
specific platform.

Acknowledgments. This project has been financially supported by the Dutch
Research Council (NWO) as part of the CHAIN project within the program ’Respon-
sible Innovation. Designing for public values in a digital world.’

References

1. Arrow, K.J.: Economic Welfare and the Allocation of Resources for Invention, pp.
219–236. Macmillan Education UK, London (1972)

2. Busby, E., Hammoud, T., Rose, J., Prashad, R.: The evolution of online user data.
The Boston Consulting Group (2012)

3. Buterin, V., et al.: A next-generation smart contract and decentralized application
platform. White Paper 3(37), 2–1 (2014)

4. Charles, W.M., Delgado, B.M.: Health datasets as assets: Blockchain-based valua-
tion and transaction methods. Blockchain in Healthcare Today 5 (2022)

5. Chenli, C., Tang, W., Gomulka, F., Jung, T.: Provnet: networked bi-directional
blockchain for data sharing with verifiable provenance. J.Parall. Distrib. Comput.
166, 32–44 (2022)



Smart Contracts as Data Quality Consensus Enforcers in Data Markets 147

6. Clarke, V., Braun, V., Hayfield, N.: Thematic analysis. Qual. psychol.: a practical
guide to research methods 222(2015), 248 (2015)

7. Dai, W., Dai, C., Choo, K.K.R., Cui, C., Zou, D., Jin, H.: Sdte: a secure blockchain-
based data trading ecosystem. IEEE Trans. Inf. Forensics Secur. 15, 725–737 (2020)

8. Daliparthi, V.S.S.A., Momen, N., Tutschku, K., De Prado, M.: Visdm 1.0: Vision
sovereignty data marketplace a decentralized platform for crowdsourcing data col-
lection and trading. In: Proceedings of the 2023 ACM Conference on Information
Technology for Social Good, p. 374–383. GoodIT ’23, Association for Computing
Machinery, New York, NY, USA (2023)

9. Demchenko, Y., Los, W., de Laat, C., et al.: Data as economic goods: definitions,
properties, challenges, enabling technologies for future data markets. ITU J.: ICT
Disc. 2(23) (2018)

10. Driessen, S.W., Monsieur, G., Van den Heuvel, W.J.: Data market design: a sys-
tematic literature review. IEEE Access 10, 33123–33153 (2022)

11. Etikan, I., Musa, S.A., Alkassim, R.S., et al.: Comparison of convenience sampling
and purposive sampling. Am. J. Theor. Appl. Stat. 5(1), 1–4 (2016)

12. Gualo, F., Rodriguez, M., Verdugo, J., Caballero, I., Piattini, M.: Data quality
certification using iso/iec 25012: industrial experiences. J. Syst. Softw. 176, 110938
(2021)

13. Hayashi, T., Ohsawa, Y.: Teeda: an interactive platform for matching data
providers and users in the data marketplace. Information 11(4), 218 (2020)

14. Hove, S.E., Anda, B.: Experiences from conducting semi-structured interviews in
empirical software engineering research. In: 11th IEEE International Software Met-
rics Symposium (METRICS’05), pp. 10–pp. IEEE (2005)

15. Hu, X., Lin, Z., Whinston, A.B., Zhang, H.: Hope or hype: on the viability of
escrow services as trusted third parties in online auction environments. Inf. Syst.
Res. 15(3), 236–249 (2004)

16. Ingrid Bauer-Hänsel, Qianyu Liu, C.J.T., Schwabe, G.: Designing a blockchain-
based data market and pricing data to optimize data trading and welfare. Int. J.
Electron. Comm. 28(1), 3–30 (2024)

17. Liang, F., Yu, W., An, D., Yang, Q., Fu, X., Zhao, W.: A survey on big data
market: pricing, trading and protection. IEEE Access 6, 15132–15154 (2018)

18. Loshin, D.: Observing data quality service level agreements. Tech. rep. (2009)
19. Nakamoto, S.: Bitcoin: A peer-to-peer electronic cash system. Decentralized busi-

ness review, p. 21260 (2008)
20. Pedersen, A.B., Risius, M., Beck, R., et al.: A ten-step decision path to determine

when to use blockchain technologies. MIS Q. Exec. 18(2), 99–115 (2019)
21. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science

research methodology for information systems research. J. Manag. Inf. Syst. 24(3),
45–77 (2007)

22. Serrano, W.: Verification and validation for data marketplaces via a blockchain
and smart contracts. Blockchain: Res. Appl. 3(4), 100100 (2022)

23. Shrestha, A., Cater-Steel, A., Toleman, M.: How to communicate evaluation work
in design science research? an exemplar case study. ACIS (2014)

24. Song, R., Xiao, B., Song, Y., Guo, S., Yang, Y.: A survey of blockchain-based
schemes for data sharing and exchange. IEEE Trans. on Big Data 9(6), 1477–1495
(2023)

25. Stahl, F., Schomm, F., Vomfell, L., Vossen, G.: Marketplaces for digital data: Quo
vadis? Tech. rep., ERCIS Working Paper (2015)

26. Wang, Y., et al.: Spds: a secure and auditable private data sharing scheme for smart
grid based on blockchain. IEEE Trans. Industr. Inf. 17(11), 7688–7699 (2021)



148 T. Heideman et al.

27. Zheng, Z., et al.: An overview on smart contracts: challenges, advances and plat-
forms. Futur. Gener. Comput. Syst. 105, 475–491 (2020)

28. Zhu, Y., Buchmann, A.: Evaluating and selecting web sources as external infor-
mation resources of a data warehouse. In: Proceedings of the Third International
Conference on Web Information Systems Engineering, 2002. WISE 2002, pp. 149–
160. IEEE (2002)



From Mutualism to Amensalism: A Case Study
of Blockchain and Digital Identity Wallets

Tamara Roth1,2(B) , Alexander Rieger1,2 , and Alexandra Hoess2

1 Sam M. Walton College of Business, University of Arkansas, 220 N McIlroy Ave #301,
Fayetteville, AR 72701, USA

{TRoth,ARieger}@walton.uark.edu
2 Interdisciplinary Centre for Security, Reliability, and Trust, University of Luxembourg, 29 Av.

John F. Kennedy, 1855 Kirchberg, Luxembourg
alexandra.hoess@uni.lu

Abstract. Innovation with emerging technologies is often challenging. They are
still evolving and many are surrounded by unbalanced claims and hyperbole,
which give rise to ambiguity and complicate adoption. These difficulties become
even more pronounced when organizations attempt to introduce two loosely cou-
pled emerging technologies. Building on a six-year case-study of the European
Blockchain Partnership that attempted to simultaneously introduce blockchain and
digital identity wallets, we flesh out the evolution their relationship. Our analysis
surfaces a complexmaterial-discursive process that first only discursively and later
also materially de-coupled the two technologies along three population ecology
principles for species interaction: technological mutualism, technological com-
mensalism, and technological amensalism. Our study contributes an information
systems perspective on the enactment and evolution of loosely coupled emerging
technologies. Moreover, we use insights from population ecology to better explain
and understand the underlying mechanisms.

Keywords: Organizing Vision Theory · Emerging IT · Loose Coupling ·
Mutualism · Commensalism · Amensalism

1 Introduction

Organizations are in constant need for innovation to keep up with the dynamic changes
in their environments [1]. This need turns some into voracious consumers of emerg-
ing information technologies (IT). These technologies come to the marketplace with
high promises but in an “[often] immature state, puzzling as to [their] benefits, future
prospects, and long-term form” [2]. This ambiguity makes emerging IT malleable and
leaves room for interpretation regarding their application in an organizational context [3,
4]. Organizations typically use this room to envision how the technology could address
pertinent business problematics [5, 6]. Over time, the ensuing sense-making processes
may surface important organizational needs and spotlight specific expectations in a
so-called organizing vision (OV), i.e., “a focal community idea for the application of
information technology in organizations” [2].
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Earlier OVs are often incoherent and replete with variegated discursive frames and
value-laden buzzwords. This makes it difficult for organizations to assess their true
potential [4, 7]. At the same time, the resulting frame diversity allows organization
across multiple industries to engage with the IT [3, 4] and can also facilitate a discursive
connection to other (emerging) technologies. Parameswaran et al. (2023), for instance,
explore complementary frames for emerging technologies that are tightly coupled, i.e.,
codependent, using the example of RFID tags and RFID readers [8]. Such co-dependent
technologies have typically not been developed as a “single-whole” innovation, such
as enterprise resource planning systems with their various modularized components
[8]. Instead, they are each adopted in two different adopter communities where their
joint adoption boosts value creation but where on their own, each IT would have little
value [9, 10]. The early stages of this co-dependence are influenced by internal-external
influencers who introduce resonant discursive elements into the enacting organization
and inform the respective innovation communities about the material outcomes in the
organization [8].

Little is known, however, about how these processes play out when the emerging
ITs are ‘loosely coupled’ and each can create substantial value on their own. While
singular studies exist that elaborate on the transition pathways of innovations with a
similar trajectory, the focal innovations typically have a higher degree of materiality
than many of the emerging innovations [11, 12]. We thus engage in a theory-building
effort and ask the following research question:

How can organizations in enactment fields discursively and materially navigate
loose coupling between emerging ITs?

To build our theory, we conduct an inductive longitudinal case study of the European
Blockchain Services Infrastructure (EBSI) [13, 14], which brought together two loosely
coupled emerging ITs: blockchain technology and digital identity wallets. Since all three
authors of this work were involved with EBSI in different functions over the last six
years, we could gain particularly rich insights into how the EBSI project made sense of
initially overlapping frames between the organizing visions for the two technologies and
materialized these frames. We could also observe the further development of this joint
materialization once it became clear that blockchain was not required for the success of
digital identity wallets and certain members of the wallet innovation community began
to advocate for separation.

Our findings from the project are twofold. First, we find that loosely coupled, emerg-
ing ITs require continuous sense-making and materialization processes to maintain dis-
cursive resonance and preserve material complementarity. Second, we find that these
technologies will retain “evidence of separateness and identity” [9] and their individ-
ual development, which can affect their co-development. Especially when resonance is
difficult to achieve or the community discourses change drastically, the initial mutually
beneficial relationship (mutualism) can evolve to benefit only one technology (com-
mensalism) and even actively harm one technology to ensure the survival of the other
(amensalism). We translate these findings into a conceptual model for the material-
discursive co-enactment of loosely coupled ITs, adding an information systems per-
spective to innovation with complementary technologies that have a higher degree of
material malleability.
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The rest of the paper is structured as follows. The theoretical background section
provides an overview of the key concepts. The research method section then presents
details on our case study, data collection and analysis. In the next section, we present
the insights from our case study before we synthesize our insights into a conceptual
model in the discussion section. After discussing theoretical contributions and practical
implications, we present boundary conditions and conclude with a summary of key
insights.

2 Theoretical Background

2.1 Sense-Making of IT Organizing Visions

Organizing visions are typically created by innovation communities and aim to provide
an explanation for the use and function of emerging information technologies beyond
rational-economic considerations [15, 16]. They provide a joint account of “the inno-
vation’s existence and purpose relative to its broader social, technical, and economic
context” [2]. Their goal is to reduce uncertainty concerning an emerging IT through
extensive innovation community sense-making. This sense-making gauges the emerg-
ing IT’s potential to address specific business problematics and envisions various other
uses based on the IT’s alleged technical capabilities [3, 4]. The resulting interpretations
often imbue the organizing vision with wishful and unbalanced claims that manifest
in variegated discursive frames, i.e., linguistic constructs that produce specific mean-
ing, and value-laden buzzwords [4]. While these frames and buzzwords can help the IT
achieve contagion, they limit the organizing vision’s coherence and can be a source of
confusion [3, 5, 17].

Organizations interested in enacting emerging technologies thus need to engage in
their own sense-making processes to cut through the thicket of discursive frames and
buzzwords [4]. The goals of this organization-level sense-making are typically the same
as those of community-level sense-making: (1) interpretation, i.e., gauging the useful-
ness of specific discursive frames; (2) legitimation, i.e., demonstrating the capability
of the emerging IT to address pertinent business problematics; and (3) mobilization,
i.e., gaining support and momentum for further diffusion of the IT organizing vision [2,
7, 8]. Organization-level sense-making often benefits from early material enactment of
the organizing vision, which helps organizations determine if specific discursive frames
should be retained or discarded [3, 18]. Thismaterialization of the discourse can transpire
in different forms, ranging from text, media, and intonations to artifacts and implemen-
tations. In whichever form, it is relevant to better understand the practical implications
of the produced meaning [19].

Organizational sense-making processes are often accompanied by sense-giving,
sense-taking, and sense-breaking processes [20]. Sense-giving pushes specific discursive
frames that align with interpretations of trusted sense-givers [3, 21, 22]. Sense-taking
imports discursive frames relevant to achieving desired organizational outcomes [20,
22, 23]. Sense-breaking, in turn, allows to remove dissonant elements when the selected
frames do not resonate with the wider organizational context [4].
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2.2 Loose Coupling and Population Ecology Principles of Species Interaction

Organizing visions are typically created for single-whole innovations. However, they
can also be constructed for two ITs when they have a high degree of (perceived) comple-
mentarity [8]. A good example are co-dependent technologies, such as RFID chips and
readers that are tightly coupled and depend on co-enactment in different user commu-
nities [8–10]. However, joint organizing visions may also emerge for independent and
loosely coupled technologies that can be enacted separately [24–26].

Loose coupling is often defined as “elements [of a system] that are responsive but
retain evidence of separateness and identity [where they] affect each other […] suddenly
(rather than continuously), occasionally (rather than constantly), negligibly (rather than
significantly), indirectly (rather than directly), and eventually (rather than immediately)”
[9]. It can also be defined according to the responsiveness and distinctiveness of the ele-
ments. Where elements are responsive but not distinct, the system is tightly coupled.
Where they are distinct but not responsive, the system is considered decoupled. Only
where systems are both responsive and distinct, they are loosely coupled [9, 25]. Loose
coupling is possible on a material level, which is typically not influenced by commu-
nity discourse, but also on a discursive level, which often derives inspiration from the
innovation community [9, 10].

Loosely coupled technologies often behave in a way that mirrors basic population
ecology principles for species interaction, that is, how certain factors influence their
interaction [27, 28] and [29]. For instance, when two technologies benefit from being
combined, the relationship can be described as technological mutualism [27, 28, 30].
When only one technology benefits but the other is unaffected, the relationship can be
described as technological commensalism. This often happens when a host technology
functions as a springboard for the commensal technology [27, 28, 31]. Technology
amensalism emerges when one technology is actively inhibited, for instance due to bad
reputation, but the other technology is not [32, 33].

2.3 The Co-Evolution of Blockchain Technology and Digital Identity Wallets

Two technologies that are particularly suited for the study of co-enactment of two loosely
coupled emerging technologies are blockchain and digital identity wallets. Blockchains
are distributed databases that allow a network of so-called blockchain nodes to keep a
synchronized state of the database [34, 35]. The basic ordering element of the database
are blocks that are connected via cryptographic hash functions, which allows for the
transparent tracing of transactions [36–38]. Digital identity wallets, in turn, allow users
to collect secure digital credentials, and selectively present the identity attributes in these
credentials [39–42].

Originally, the two technologies emerged froma similar technological ‘niche’ shaped
by libertarian ideals [11, 43]. This niche positioned blockchain as the only technology
that could deliver the ‘trust’ infrastructures and revocation registries required to verify
the authenticity and validity of digital identity attributes [11, 42–44]. Over time, how-
ever, it became clear that blockchain may have been a good starting point but is no
essential component [11, 42]. Digital credentials, for instance, do not need to be stored
on a blockchain to be verifiable and to ensure their integrity [42, 45, 46]. These shared
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beginnings combined with later parting make blockchain and digital identity wallets
appealing candidates to address our research question.

3 Research Method

3.1 Case Selection

To investigate how organizations discursively and materially navigate loose coupling in
the co-enactment of emerging ITs – including changes in their relationship – we conduct
a case-study of the European Blockchain Partnership (EBP). The EBPwas established in
2018 between theEuropeanCommission and theEU’smember states (plus Liechtenstein
and Norway) with the objective of establishing a blockchain-based infrastructure – the
EuropeanBlockchain Services Infrastructure (EBSI) – for delivering cross-border public
services.

Soon after its creation, the EBP created a working group focused on using EBSI
to support the issuance and verification of digital credentials. This group developed an
identity framework that other groups could use to issue various credentials, such as
digital (university) diplomas and social security passes. EBSI’s digital diploma use case
received particular attention when the EBP launched an early-adopter program in the
beginning of 2021. Since the project involves both blockchain and digital identitywallets,
it offered particularly rich insights into the enactment of loosely coupled emerging ITs.

3.2 Data Collection

For our case study, we collected data from three different sources [13]: interviews,
documentation, and participant observations. Interviews were our primary source of
evidence and we conducted them in three waves to “minimize the elapsed time between
the events of interest and the collection of data” [47]. Specifically, we conducted a first set
of 7 interviews with EBPmembers, member state governments, and technology partners
(incl. infrastructure operators) in the fall of 2020 to explore the EBP’s view on blockchain
and digital identity wallets. These interviews suggested mounting (discursive) tensions
from the loose coupling of the two technologies. Over time, these tensions intensified
and dominated EBSI’s development. To surface the EBP’s sense-making and response
to these tensions, we interviewed another 21 EBP members and partners in the summer
and fall of 2022 (wave 2), a third set of six interviews in the spring of 2023 (wave 3)
(Table 1).

Our informants included European Commission representatives, delegates from
national and local governments, technology providers, and universities (Table 1). We
sampled our informants based on their involvementwith EBSI in general and the diploma
use case in particular [47].We focused on intervieweeswhowere highly “knowledgeable
about” the case [47].

All our interviewswere semi-structured and followed a logical sequence [47].Wefirst
asked our informants why and how they became involved with the EBP. We then segued
to questions about their initial expectations of the interplay between blockchain and
digital identity wallets and how they perceived the EBP’s implementation process. Our
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last (set of) questions prodded our informants to critically reflect on how their perception
of the mutual relevance of blockchain and digital identity wallets evolved over time. We
audio-recorded and transcribed all interviews. They took 56 min on average.

Table 1. Overview of the conducted interviews.

Number of interviewed experts

European
Commission

National & local
governments

Technology
partners

Piloting
Organizations

Wave 1
Fall 2020

1 3 3 –

Wave 2
Fall & Summer
2022

5 8 5 3

Wave 3
Spring 2023

– 2 3 1

We complemented these interviewswith internal and publicly available project docu-
ments [13]. The internal documents ranged frommeeting presentations over legal assess-
ments and internal project reports to technical documentation. The publicly available
documentation included blog posts & other marketing material, press releases, public
presentations, and public reports (Table 2).

Table 2. Overview of the collected project documents.

Types of documents Total number of pages

Internal documents Internal presentations, legal assessments, internal
project reports, technical documentation

210+ pages

Public
documents

Blog posts & other marketing material, press
releases, public presentations, public reports

160+ pages

Our third source of evidence were participant observations. All authors of this study
were actively involved with the EBP in different roles and regularly attended EBP meet-
ings dedicated to different aspects of EBSI. More specifically, the second author of this
work became involved with the EBP in October 2018 as a national representative for
EBP’s technical advisory group and occasionally attended meetings dedicated to the
identity framework and the digital diploma use case. From March 2021 to March 2024,
both the first and second author were involved with one of the national early-adopter
projects for the digital diplomas use case. The third author of this work joined the project
in November 2021 and then regularly attended meetings of the EBP’s technical, pol-
icy and use case group. Moreover, they participated in strategic negotiation meetings
regarding the future of blockchain and digital identity wallets.
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Throughout these meetings, the observing authors took notes and collected presen-
tations and protocols for later analysis. Overall, our participant observations provided
us with rich insights into how the EBP made sense of a joint organizing vision for
blockchain and digital identity wallets and materialized a loose coupling between these
technologies.

3.3 Data Analysis

Following our data collection, we retraced how the EBP made sense of the joint orga-
nizing vision for blockchain and digital identity wallets and materialized selected com-
plementary frames. We also analyzed how this discursive-material complementarity
developed over the course of the project. For this purpose, we performed a three-stage
coding process [48, 49].

1st order concepts Aggregate dimensions2nd order themes

Technology
mutualism

Discursive coupling of
the technologies’
organizing visions

Material enactment of
loose technology coupling

Ideological complementarity: e.g., blockchain and digital identity wallets aim to give
users more control

Political complementarity : e.g., blockchain and digital identity wallets aim to build
trusted infrastructures that enhance self-sovereignty and privacy

System complementarity: e.g., blockchain provides the digital ‘trust’ infrastructure
required for digital identity wallets

Use case complementarity: e.g., blockchain stores all data relevant for the secure
exchange of identity attributes

Discursive de-/re-
framing of the coupled

organizing vision

Material reduction of
loose technology coupling

Reduction of system complementarity: e.g., blockchain only plays a minor role in
running digital identity credentials

Reduction of use case complementarity: e.g., blockchain only stores specific
information that does not reveal sensitive data

Adaptation of complementary frames: e.g., digital identity wallets give users more
control over their data, blockchains help organize information on issuers

Retraction of complementary frames: e.g.,. blockchain does not enhance privacy as
opposed to digital identity wallets

Discursive decoupling of
the technologies’
organizing visions

Material retraction of
loose technology coupling

Removal of use case complementarity: e.g., digital identity wallets provide more
privacy without than with blockchain

Removal of system complementarity: e.g., digital identity wallets to not require
blockchains to run

Degradation of selected complementary frames: e.g., blockchain is less mature,
secure, and privacy preserving than centralized infrastructures

Differentiation of complementary frames: e.g., blockchain can function as a registry
for the verification of meta-data; digital identity wallets make users self-sovereign

Technology
commensalism

Technology
amensalism

Fig. 1. Emerging data structure.

In a first, open coding round, we focused on theme discovery in the interviews
and project documents and assigned initial codes to statements we considered relevant.
We were especially interested in themes related to discursive sense-making of comple-
mentary frames and their materialization but maintained an open mind. Based on the
identified themes, we then performed a second, axial coding round. This second round
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helped us to refine our codes and aggregate them into overarching constructs and iden-
tify interdependencies between these constructs [48, 49]. The constructs that emerged
over the second coding round showed differences in both the discursive sense-making
and material enactment over time and surfaced marked differences in the relationship
between the two focal technologies.

We then refined these constructs and their interdependencies by iterating between
our codes and the pertinent theories on loose coupling [9, 24, 25] and population ecology
principles of species interaction [22–24]. As a last step, we conducted selective coding
to fill-in the gaps of our theoretical insights. Throughout the axial and selective coding
process, we triangulated our interview transcripts and project documents with our partic-
ipant observations to enhance construct validity and generalizability of our research [14,
50]. Overall, our coding process produced more than 2300 codes, which we managed
using the MAXQDA software kit. Figure 1 summarizes our findings of the qualitative
coding in a data structure.

4 Emerging Theoretical Framework

The EBP’s engagement with blockchain and digital identity wallets can be bracketed into
three phases. While the first phase was dominated by attempts to frame and materialize a
coupled organizing vision (mutualism phase), challenges along the development process
soon required discursive and material de-coupling to maintain legitimacy (commensal-
ism phase). In a third phase, digital identity wallets were introduced into a revision of
the European Union’s regulation on electronic identification, authentication and trust
services (eIDAS), which afforded a high degree of legitimization and mobilization. But
the revised regulation cut the connection to blockchain, inevitably demanding that the
EBP respond to a competing, de-coupled organizing vision for digital identity wallets
(amensalism phase).

4.1 Establishing Mutualism Between the Two Emerging ITs

When the EBP was founded in April 2018, its first activities were focused on identifying
cross-border public services that could be supported by a blockchain-based infrastruc-
ture. Throughout this process of finding resonant discursive frames, several member
states began to promote a coupled organizing vision between blockchain and digital
identity wallets that had been developed by the so-called Internet Identity Workshop
community. This coupled organizing vision painted blockchain and digital identity wal-
lets as uniquely complementary technologies that would allow users to regain control
over their digital identities and establish ‘self-sovereign identities’. Resonance was espe-
cially high with those member states that felt that the EU’s current eIDAS framework
was difficult to implement. Blockchain and digital identity wallets provided a welcome
departure from this framework – not least because they aligned well with political prior-
ities of the van-der-Leyen presidency, such as data privacy and digital sovereignty. One
EBP member state representative explains this perceived technological mutualism:

“We really believe[d] that the ledgers and the network supported by a blockchain
can play a very important role to protect the privacy of citizens and to enable the
self-sovereign identity of the user.”
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In April 2019, the early sense-making efforts resulted in the creation of a EBP work-
ing group for the development of a new digital identity framework based on blockchain
and digital identity wallets. Drawing on the organizing vision promoted by the Internet
Identity Workshop community, the new framework was nicknamed the European Self-
Sovereign Identity Framework (ESSIF). The plan was for ESSIF to inform and support
various EBSI services focused on the issuance and verification of identity documents.
During its early days, the ESSIF working group was “enthusiastic about blockchain
as a technology” and perceived a high degree of complementarity between the two
technologies. Over the course of the next year, the ESSIF working group set out to
materialize this perceived complementarily in a conceptual architecture. This architec-
ture anchored blockchain as a core ‘trust’ infrastructure that would store various data
required for the secure issuance and verification of identity attributes. For instance, this
data included cryptographic identifiers for issuers, issuer accreditation organizations, and
credential holders, as well as data in or about the credentials. A European Commission
representative explains:

“We thought that aside of using blockchain for storing information about accred-
itation organizations, which accredits the issuers to issue specific credentials, we
can also store some additional information such as decentralized digital identifiers
of natural persons.”

4.2 Handling Commensalism Between the Two Emerging ITs

By early 2021, the EBP had decided to implement ESSIF in EBSI and pilot it for the
exchange of digital university diplomas. However, the piloting phase soon surfaced
problems with the coupled organizing vision that led to a phase of technological com-
mensalism, in which increased functionality and budget were directed towards digital
identity wallets. Increased functionality resulted especially from difficulties reconcil-
ing the storage of personal information such as digital credentials and identifiers on
the blockchain with the requirements of the EU’s General Data Protection Regulation
(GDPR). This dissonance first dawned on the ESSIF working group when they began to
develop specifications for the information that should be stored on EBSI. This specifi-
cation exercise included a survey of how other projects approached the implementation
of ‘self-sovereign identities’, which revealed that digital credentials did not need to be
stored on a blockchain. On the contrary, such storage would contradict one of the core
principles of self-sovereign identities, namely the protection of the user’s privacy. One
EBP member state representative reflects:

“We did consider saving a hash of the [credential] on the blockchain. But we soon
discarded this idea for many reasons. One of them is that well […] who knows if
in 20 years someone could obtain the original information from a hash. […] So,
we decided to remove that information from the blockchain”

To reduce the resulting dissonance, the EBP revised EBSI’s architecture so that
digital credentials would only be stored in digital identity wallets, but not on EBSI. To
salvage the rest of the vision, the ESSIF working group doubled down on those data
for which they perceived continued complementarity, including identifiers for credential
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issuers and holders. But the storage of holder identifiers was again problematic from
a privacy perspective, which became evident during a formal GDPR assessment. The
assessment unequivocally concluded that a natural person’s identifiers should also not
be stored on a blockchain. The ESSIF working group was now again forced to engage
in a material dissonance reduction process that made “the blockchain layer become
thinner and thinner. Much more things are [now] happening outside the blockchain
network because of privacy issues”. The resulting ESSIF architecture only used EBSI
as a registry for trusted issuer information and put digital identity wallets center-stage.
One European Commission representative recounts:

“We went through a long, long, long battle with the data protection officers and
lawyers and policymakers. And we’ve understood if we would allow to store the
decentralized identifiers of natural persons on the ledger, onEBSI, theEBSI service
wouldn’t be GDPR-compliant. [But] we don’t really need to store it on the ledger.
We can keep it on the wallet side, and that’s the new version of conformance.”

These material compromises inevitably led to problems with how EBSI had been
marketed to the member states. The European Commission responded with a marketing
campaign that promoted an adapted organizing vision that better reflected the material
reality. EBSI officially became a trusted issuer registry.

4.3 Navigating Amensalism Between the Two Emerging ITs

In parallel to theEBP’s efforts, theEuropeanCommission had announced plans to rework
the eIDAS identity framework and regulation in October 2020. Eight months later, in
June 2021, the European Commission revealed a proposal for a new framework and
regulation. The proposal had a substantial part dedicated to the use of digital identity
wallets but did not mention blockchain as a preferred technology for implementing trust
infrastructures. The proposal hit the EBP hard. Some chose tomaintain a positive attitude
and promoted the interpretation that blockchain was not explicitly excluded. Other EBP
members were more skeptical as they sensed open resentment against blockchain by
the eIDAS expert groups. These groups saw blockchain as an inferior alternative to the
eIDAS trust registries already in place. A national EBP representative explains:

“I would say that especially the people that created eIDAS are not all positive
about blockchain […] The IT people who really developed it, they can show that
there is a system that is working. They are not necessarily convinced why we would
need something new.”

As the eIDAS revision moved through the EU’s legislative process, the uncertainty
around blockchain’s future role for digital identity wallets intensified, plunging the EBP
into a phase of technological amensalism, where digital identity wallets benefitted from
having a ‘host’ technology that helped demonstrate their viability but blockchain suffered
from the relationship. In February 2022, the European Commission then published a first
outline for the reference architecture framework under eIDAS 2.0. However, blockchain
was again not mentioned. Instead, the European Commission argued that the regula-
tion should be technology neutral, which provoked a sense-breaking process and the
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destruction of the EBP’s coupled organizing vision. One national EBP representative
explains:

“Do I need a blockchain for a digital identity? […] The eIDAS revision has given
a lot of space to this discussion. Because there is a clear will to break away from
[blockchain] and the revision is also supposed to be technology-neutral, […],
there is no further talk about blockchain.”

To cope with the looming break-down of the coupled organizing vision, the EBP
engaged into a soul-searching process and feverish attempted to find a new organiz-
ing vision for blockchain and EBSI. At this stage, the EBP questioned digital identity
wallets altogether. Some even perceived them as a “child that has outgrown its parent
[blockchain]’s home.” As a first measure, the EBP again reframed EBSI’s presenta-
tion, dropping all mentioning of ‘self-sovereign identity’ in favor of a framing EBSI
as a multi-purpose registry for trustworthy information. Furthermore, the EBP doubled
down on other use cases that did not require digital identity wallets, such as product
traceability. A European Commission explains:

“At the end, EBSI is ultimately used as a source of trust. That’s the main purpose
of blockchain: to build resilient lists that allow everyone from everywhere to get
the required data to verify some other information.”

5 Discussion

We now elaborate on the insights we gained from our analysis and describe the observed
discursive and material processes in the co-enactment of blockchain and digital identity
wallets from an initially mutualistic to a commensalistic and later amensalistic relation-
ship. We also explain how these relationship changes influenced the loose coupling of
the two technologies.

5.1 Tentative Model

Our core contribution is a conceptual model of the discursive-material processes un-
derlying the co-enactment of loosely coupled emerging ITs (Fig. 2). The model builds
on theories about the creation and diffusion of (co-dependent) organizing visions [2–4,
8], loose coupling of organizational systems [9, 24], and population ecology princi-
ples of species interaction transferred to technology-technology and technology-system
interaction [27, 28, 32, 33].

The co-enactment will usually start with a sense-giving process by the innovation
communities responsible for the creation of organizing visions for two single-whole
emerging technologies. Sometimes, these innovation communities are grounded in the
same technological ‘niche’, which can increase the degree of complementary discursive
frames [8].Blockchain technology anddigital identitywallets, for instance came from the
same libertarian niche that imbued their organizing visions with various complementary
frames, such as self-sovereignty and privacy [11, 44].
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Once organizations in enactment fields detect complementarities between selected
discursive frames in both organizing visions, they can engage in a process of discursive
sense-taking that more systematically extracts and discursively couples complementary
frames [8], creating a relationship of technology mutualism [28]. In a next step, they
can then materially enact these coupled frames [7]. Where this enactment does not res-
onate well with the wider organizational context, the frames either need to be adapted
(where possible) or retracted. Otherwise, unsuccessful coupling frames may raise ques-
tions about the technologies’ complementarity [4]. The enactment process may also be
complicated by the continued development of the organizing visions for each of the
individual technologies, especially when other enacting organizations chose different
adaptation or retraction strategies.

Since it may often be difficult to enact all (purported) complementarities, the tech-
nologiesmay naturally becomemore loosely coupled over time. For instance, blockchain
became a ‘host’ technology for digital identity wallets during the second phase of the
EBSI project, turning their relationship from technology mutualism to technology com-
mensalism. The commensal technology, in this case digital identity wallets, profited
from the ‘host’ technology blockchain, while the host remained unaffected [28, 31].
Condensed into a conjecture, we can state:

Conjecture 1: Loosely coupled emerging technologies will become commensal-
istic if complementary frames are difficult to enact in the wider organizational
environment.

Should the re-framed joint organizing vision still prove difficult to reconcile with the
wider organizational context despite looser coupling and a clear host-commensal distinc-
tion, organizations can enter a discursive sense-breaking process. Such sense-breaking
can be exacerbated when, for instance, one innovation community actively opposes the
loose coupling and counteracts complementarities with the commensal technology. This
happened during the EBSI project when the eIDAS working groups actively opposed
coupling digital identity wallets with blockchain. In response, the EBP reduced the
technologies’ loose coupling to a minimum and blockchain once again became a single-
whole technology in search of a use case. On a discursive level, the relationship between
the technologies changed to technology amensalism, where one technology is negatively
affected while the other remains neutral [32, 33]. Materially, the relationship remained
commensalistic. Condensed into a conjecture, we can state:

Conjecture 2: Organizations in enactment fields cannot resolve an amensalistic
relationship between loosely coupled emerging technologies as long as one of the
innovation communities works against the coupling.

5.2 Theoretical Contributions

This research contributes to the literature on the enactment of emerging ITs by unpacking
the discursive-material processes that initiate (loose) coupling between such technolo-
gies in a joint organizing vision and influence the evolution of their relationship during
their co-enactment. While organizing visions are a widely studied topic in information
systems [2–4, 16], studies on the co-enactment of two complementary, emerging ITs
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are scarce [8]. Moreover, loose coupling has been primarily researched between orga-
nizational processes and technologies but not between organizing visions. Our analysis
of the EBSI project thus not only demonstrates the challenges involved in enacting a
coupled organizing vision for two emerging ITs, but also elaborates on the difficulties
navigating loose coupling between two immature technologies prone to change.

More specifically, we add to literature on organizing visions [2–4] by demonstrating
how organizational sense-making [21, 22] and population ecology [27, 28, 30] lenses can
be integrated to describe and navigate the implementation of loosely coupled emerging
ITs. In particular, we surface three coupling types - technology mutualism, technology
commensalism, and technology amensalism - that highly depend on the degree of dis-
cursive and material complementarity between the emerging ITs. We also describe how
the coupling type may change for the worse in response to enactment challenges and
discursive opposition to the coupling in the organizing visions of the individual tech-
nologies.Where such changes occur, enacting organizations can respond with discursive
and material changes to salvage the remaining complementarities or to emphasize the
distinctiveness of one of the technologies as a single-whole innovations to guarantee its
survival. But our research also indicates that once the process of decoupling is initiated,
it may be difficult to stop and reverse.

5.3 Practical Implications

Our findings suggest that managers interested in emerging information technologies
should be careful when it comes to investing into bundles of such technologies - espe-
cially when they are only loosely coupled. While such a shotgun marriage can be benefi-
cial in legitimizing the bundled technologies and increasing their mobilization potential,
it can quickly degenerate once the honeymoon phase is over, and it becomes apparent
that initially perceived complementarities are hard to realize. In these instances, orga-
nizations need to engage in discursive and material ‘marriage counseling’ to set aside
differences and ensure a shared bedrock of resonance.

Fig. 2. Conceptual Model for the Co-enactment of Loosely Coupled Emerging ITs.
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However, these counseling activitiesmay not always be successful. Emerging ITs are
often still evolving, and sometimes, they may be appropriated by new conversants in the
innovation community that are not interested in maintaining the originally envisioned
coupling. In these cases, organizations need to act decisively and question if they want
and need to keep both technologies. These decisions can be difficult, but they are essential
for giving the technology that remains a more promising way forward.

6 Conclusion

Based on insights from the European Blockchain Partnership, our study derives a model
for the co-enactment of loosely coupled emerging ITs that possess a lower level of mate-
riality than typical technical innovations. Our model illustrates the challenges involved
in co-enacting such ITs and demonstrates how insights from population ecology can
help better explain and understand the underlying material-discursive processes that ini-
tiate the loose coupling and drive the evolution of their relationship in an organizational
context.
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Abstract. The use of BCI and XR-BCI devices is yet to become more
widespread among the general population. These devices could pose a sig-
nificant risk to the users’ privacy, as they enable the revelation of users’
emotions, beliefs, and other potentially highly sensitive details. When this
information is obtained, it is possible to both invade users’ privacy as never
before as well as monetize data very precisely through neuromarketing.

This work presents a review of the privacy and monetization of BCI
and XR-BCI. It was discovered that many companies collect a consider-
able amount of data without knowing or revealing the actual purpose of
the collection. This data includes sensitive information about health. One
of the future risks is that emotions and generic raw brain-wave data are
leaked to advertisers through neuromarketing, which is considered a valu-
able asset for advertisers, e.g., to reveal a person’s willingness to buy some-
thing. We urge the need to evaluate the current privacy policies and terms
of service of BCIs and XR-BCIs against existing frameworks such as the
General Data Protection Regulation (GDPR).

1 Introduction

Brain-Computer Interface (BCI) technology continues to advance and recent
research has highlighted significant improvements in the quality of collected
and processed brain data. For example, recent advance in BCI allows recon-
structing speech [45], images [7], and music tracks [5] from the raw brain data.
This progress not only heralds a new era of understanding and interaction with
the human brain, mind, and its entire thought and memory processes. It also
opens avenues for the convergence of BCI with eXtended Reality (XR) and the
Internet of Things (IoT), among other things. In the near future, XR and IoT
devices can likely be seamlessly controlled by mere thoughts. Nevertheless, the
widespread adoption of XR-BCI is contingent upon the convergence of techno-
logical advancements with effective monetization strategies. These strategies are
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expected to generate a return on the investments made into related technolo-
gies and R&D. The fusion of XR and BCI presents a multitude of opportunities
for manufacturers to capitalize on this cutting-edge technology. By leveraging
the wealth of brain data obtained through BCI, manufacturers can tailor XR
experiences to individual users, offering personalized content and immersive envi-
ronments. Moreover, the monetization potential extends beyond product sales,
encompassing subscription models, premium content, and targeted advertising
based on neural activity.

Data has emerged as a valuable asset in the contemporary digital era, driv-
ing innovation and influencing the global economy. A significant proportion of
revenue generated by some Big Tech companies is derived from advertising,
which is dependent on the user data collected by these companies, and even-
tually resold to other organizations in various forms (e.g., raw, anonymized,
aggregated, personalized). For example, Meta generated almost all of its rev-
enue (97%) through advertising [15]. Generally, Big Tech companies are not
willing to sell their data [8] but sell data-based services such as the possibility
to set advertisements for specific target groups [8,36].

Neurotechnology is seen as the next artificial intelligence (AI) frontier for Big
Tech and there is an effort to make BCIs accessible to a wider audience [26]. Also,
past events demonstrate that Big Tech companies are acquiring and pursuing data
ownership. The Google-operated Project Nightingale, for instance, was designed
to collect and analyse personal health data, affecting millions of individuals across
the United States [40]. The issue of mental health data has also attracted negative
attention, with concerns that Big Tech companies may exploit and monetize men-
tal health data in the same way as they do other data [32]. Cerebral and Teladoc
admitted/fined that they provided patient health-related app data to third par-
ties, including Google, Meta, TikTok, and Snapchat [6]. At the opposite end of the
spectrum are hacking cases that target mental health and mind-related data of
mental health organizations, such as Vastaamo [51]. In this case, non-BCI mental
data was hacked. The patients were blackmailed, leading to the establishment of
a government hotline to aid the thousands of victims, bankruptcy and foreclosure
of Vastaamo, suspended sentence to Vastaamo’s then-CEO, and an international
suspect hunt leading to capture in France and extradition to Finland of the main
suspect Aleksanteri Kivimäki [51]. This case demonstrates clearly the multi-layer
complexities arising from breaches and abuses involving brain and mental-health
data, and this is not an event considering the ever-connected and fully digitized
brain wave data coming from BCIs. Medical data may include sensitive details
e.g., it is possible to diagnose Alzheimer’s disease using electroencephalography
(EEG) [1,13]. The inherent challenge lies in identifying when such data is accessed.
BCI systems rely on user data for their functionality, making them vulnerable to
exploitation regardless of their original purpose [21].

This paper examines the multifaceted realm of data monetization, explor-
ing its implications, opportunities, and challenges in the context of the digital
landscape. In particular, the development of the XR-BCI technology is leading
to a transformative shift in how data is collected and leveraged for monetiza-
tion purposes. As we navigate this evolving landscape, it becomes imperative to
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understand the potential of XR-BCI in data monetization and critically exam-
ine the ethical and privacy considerations inherent in such endeavors. Moreover,
amidst this exploration, we underscore the crucial role of transparent privacy
and terms of use notifications in safeguarding user rights and fostering trust in
data-driven ecosystems. To the best of our knowledge, with this paper, we con-
tribute the first study that performs an in-depth review of the Privacy Policies
(PP) and monetization provisions in Terms of Services (ToS) related to a wide
range of state-of-the-art BCI, XR, XR-BCI technology, and service providers.

With this paper, we mainly aim to address the following Research Questions
(RQ):

– RQ1: How would XR-BCI devices be monetized in the future and what risks
does this bring to the end-users?

– RQ2: How do XR and BCI vendors display data collection practices in their
privacy policies, as well as in Terms of Service notifications? Are privacy
policies transparent and uniform across the technology spectrum, or are they
fragmented and omit information that could potentially harm or pose an issue
to the privacy of the users?

We will address the first research question (RQ1) in greater detail in Sect. 2.
XR-BCI devices are primarily utilized for research purposes. Consequently, we
are analyzing the existing literature and prospects for XR-BCI through BCI. The
second research question (RQ2) is addressed in greater detail in Sect. 3. In this
section, we present our privacy policy analysis and the main findings, which we
believe cover the most relevant XR and BCI manufacturers. Section 4 discusses
in greater depth the issues we have identified as being of particular importance
in the context of XR-BCI and neuromarketing.

2 Data Monetization Policies

Digital technologies continue to change the marketing landscape through data
and its applications [37]. Data monetization plays an important role when com-
panies collect data from customers and users. The purpose of collecting data is to
directly or indirectly generate revenue for the company, increase the value of the
company, and provide a richer and wider service base to customers. Nowadays,
there is a lot of data available and different monetization strategies are proposed
by researchers. Parviainen et al. [36] noted that data value increased significantly
when companies started to offer services and rentals instead of just products.
Although brain data has been discussed in the research literature [36], data mon-
etization policies are ill-defined and it is still unclear what general strategies will
drive this industry nor how this can reshape the landscape of online marketing.

To address this gap, this section presents a general overview of prospective
monetization strategies (Sect. 2.1). We later instantiate these strategies around
monetization from the perspective of BCI and XR-BCI (Sect. 2.2 and Sect. 2.3).
These subsections delve into neuromarketing and how it disrupts the market-
ing landscape, particularly in comparison to traditional marketing techniques.
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Additionally, it identifies some key factors that could drive the transition of
XR-BCI into mass markets.

2.1 General Data Monetization Strategies

Monetization strategies are primarily focused on generating profit, rather than
protecting privacy. In some cases, the engaged user is perceived as an asset,
because without the user, data is not available [8]. The user becomes an asset at
the point of consent to data collection. This is a strategy employed by Big Tech
companies, which seek to engage users (apply privacy policies) for their services
and products to obtain the legal right and consent to collect data. According
to Baglione et al. [4] users are likely to choose a free version over a paid one,
even if a small fee increases privacy and removes ads. The research assessed user
preferences for free/paid Facebook accounts, but the results can be generalized
to other services and platforms. The payment for ad-free or increased privacy is
perceived as a form of pay-for-privacy, yet users appear reluctant to select this
option when freemium is available [11].

Several approaches to monetizing data include selling data, analyses, or data-
based services [36]. Data can be sold as raw data, but when data is parsed,
cataloged, or enriched, the value of the data increases significantly [19,36]. Selling
analyses focus on handling the data and extracting the required information from
it (quality of data increases). This type of data is easier to understand than raw
data, but the data buyer may prefer raw data rather than analyzed data because
analyzed data has fewer use cases. Data-based services are a way to give users
partial access to raw data, for example, to target Facebook ads to specific interest
groups [36].

The primary findings of the study conducted by Zhang et al. [53] indicate
that lower-value companies tend to sell more data comparing those with higher
value. Additionally, these lower-value companies often possess fewer competitive
strategies when facing larger companies [53]. For example, Big Tech companies
do not want to sell their data directly as selling data-based services generates
continuous revenue for the company. The number of users and engaged users are
seen as a measure of power among Big Tech and more users often means more
personal data is collected [8], therefore more revenue can be generated.

Challenges in developing data-driven business models are often related to
data characteristics, privacy, and security. When data is collected, the qual-
ity of the data is a critical aspect when thinking about data-driven business
models, as to increase the value of the data it needs to be accurate, complete,
consistent, timely, etc. Data privacy and security are important, and laws and
regulations are in place to protect customers’ rights. However, companies must
address issues such as protecting data from theft and errors through various
security measures [36].

2.2 BCI and XR-BCI Data Monetization

In the current landscape, XR-BCI finds its primary applications in the critical
fields of medical care and robot control. However, with advancements on the
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horizon, future domains are poised to embrace XR-BCI technology, spanning
diverse sectors such as gaming, smart home integration, and military operations.
According to Mhaidli et al. [25], marketers are keen to emphasize the array of
advantages XR presents, citing its ability to immerse users, leverage interactive
functionalities, and faithfully reproduce products digitally, thus paving the way
for innovative marketing strategies across various industries.

XR-BCI will likely play a significant role in the growth of the metaverse in
the future [52]. Highlighting the metaverse as a future platform is crucial, as XR-
BCI is likely to be employed in this kind of platform, as well as in health-related
solutions. Data monetization represents a means of deriving benefits from the
creation of XR-BCI devices or services operating within the XR-BCI, thereby
generating revenue for the company. Chen et al. [12] posit that the metaverse
publisher will control the metaverse and the information that exists in it. This
implies that the publisher will collect a vast quantity of user data that can be
monetized and sold. However, this process is difficult to control [12]. XR-BCI
devices are the most probable candidates for acting as terminals to enter the
metaverse. This suggests that XR-BCI devices are part of the metaverse and
share data monetization strategies with it. As more brain data is collected, BCIs
will potentially contribute to the metaverse, creating a new type of data for
monetization. This is discussed in more detail in the neuromarketing Sect. 2.3.

2.3 Neuromarketing

The term neuromarketing is currently defined in a fragmented manner, with no
clear consensus on the meaning. However, by examining the importance of under-
standing the consumer through the lens of psychology and neuroscience, the term
can be better defined [42]. Consumer neuroscience can be divided into two cat-
egories. The first category concerns the understanding of consumer behavior,
while the second category encompasses the theoretical contributions that mark
the initial stages of the conceptual evolution of the field [16]. The future of neu-
romarketing is contingent upon the ability of companies to create value through
this marketing discipline. However, as Duque-Hurtado et al. [16] observe, the
challenge in expanding the understanding of neuromarketing is that the major-
ity of research in this field is conducted privately. In this study, neuromarketing
is defined as a marketing concept that employs brain data to inform the target-
ing of products or services to individuals. By analyzing brain data, marketers
can tailor their approach to align with a person’s mood, emotions, willingness,
and interests, among other factors in a real-time [9,46].

In a study on neuromarketing, Ariely et al. [2] sought to determine whether
this field is merely a source of hype or a genuine area of hope. Nearly fifteen years
later, there are indications that neuromarketing is on the verge of becoming a
reality, with BCI devices playing a pivotal role in this process. The rationale
behind the use of neuromarketing is twofold. Firstly, it is hoped that it will yield
new information that can not be obtained through other marketing strategies.
Secondly, it is believed that neuromarketing will provide insights into so-called
hidden information. Another anticipated benefit of neuromarketing is that it
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offers a more cost-effective approach to marketing [2]. It is challenging to assess
the efficacy of traditional marketing and advertising strategies, as they do not
consider the consumer’s willingness and emotions. Neuromarketing could assist
in uncovering this hidden information, including potential willingness and emo-
tions [28].

The issue of revealing hidden information is a topic of great interest. The
question arises as to whether consumers are willing to provide this information
and whether this is an ethical practice. Stanton et al. [42] listed several stud-
ies suggesting that predicting users’ choices and purchase decisions using fMRI
(functional Magnetic Resonance Imaging) or EEG is possible. Neuromarketing
is considered safe because only the subjects were exposed to the brain scan, and
people still have the right to choose whether or not to wear a BCI device. Fur-
thermore, the justification for neuromarketing is based on the assumption that
consumers would have purchased the product in question even in the absence
of neuromarketing, as indicated by the brain data. Another rationale for neu-
romarketing is that it enables companies to identify the most suitable product
for consumers. However, there is a potential ethical issue if two products are
equally satisfying to the customer, but the advertising campaign persuades the
customer to purchase the more expensive option [42]. Other monetization meth-
ods may include actions such as user tracking, behavior analysis, virtual adver-
tising embedded in the physical world, or attempts to influence people’s behavior
(e.g. guiding their actions). These methods have the potential to exacerbate the
privacy concerns associated with XR devices [39].

Privacy frameworks: The integration of BCI into XR devices raises
additional concerns due to the current and future capabilities of BCI.
Frameworks such as the GDPR and the Privacy Act 2020 are designed
to ensure the privacy of users. In the future, a strict BCI and XR-
BCI evaluation could be conducted to determine their alignment with
these frameworks i.e. is there any specification for neural data? Also,
laws could help to increase privacy such as the Colorado bill with the
law that extends privacy rights to include neural data, recognizing it as
sensitive information [27]

Marketing Examples. As neuromarketing emerges, it is imperative to consider
potential future scenarios. In light of this, it is essential to pose questions to
neuromarketing practitioners and researchers also:

1. Is it ethical to collect brain data for advertising purposes (e.g. by analyzing
emotions, mood, and other individual characteristics such as gender, religion,
or political preference)? Are BCI users prepared to justify this practice?

2. For example, if you think of a car, will BCI neuromarketing “force you” to
see car commercials?

3. Can brain data be used for direct or subtle consumer manipulation?



172 T. Lahtinen et al.

The three cases presented below demonstrate how neuromarketing could be
employed in a real-time. The third case presented a scenario where a malicious
entity employed marketing techniques to manipulate XR users into voting in a
manner that was aligned with the attacker’s intentions. This kind of political
target marketing is mentioned by Värbu et al. [47] and in this example case,
the idea was implanted into the user’s brain using a traditional roadside board
inside the extended reality.
Case 1: A person is playing a game using an XR-BCI headset. The game goes
rather badly and the player fails to complete the level. The BCI now receives
brain data showing that the player’s mood is angry and disappointed. Personal
adverts are adjusted to match the player’s current mood. The player’s mood and
personal data suggest that the player will engage in retail therapy, which was
found to be effective in improving mood in temporary negative mood states [3].
New ads will be updated to appear on various platforms such as social media,
blogs, websites, etc. to encourage angry players to conduct online shopping.
Case 2: A person plays a game using an XR-BCI headset. During the game,
the person gets hungry and thinks of food. After finishing the game, the person
sees food advertisements with good offers with free home delivery. The person
decides to buy because it is an easy and quick option.
Case 3 (Traditional marketing inside XR, not neuromarketing): A person using
the XR-BCI headset walks down the city street and sees a roadside commer-
cial about a famous politician. This person does not have a significant political
leaning ahead of the upcoming elections. When the election comes, the person
votes for the candidate he/she saw in the roadside commercial. In this case, the
commercial does not exist, it was virtually overlaid on the billboard. This virtual
advert could hypothetically be displayed by a legitimate targeted political cam-
paign that can detect and replace advertisements based on a higher bidder, or by
unlawful actors that have “sensed” this voter is undecided without authorization
and is trying to influence the elections.

3 Analysis of Privacy Policies

Privacy Policies and Terms of Service are essential legal documents that outline
users’ and service providers’ rights and responsibilities in any user-provided set-
tings and are especially relevant in the digital realm. Privacy policies delineate
the manner in which an organization collects, stores, utilizes, and protects the
personal information of its users. This encompasses data such as names, email
addresses, browsing history, and payment details, but other data can also be
collected such as raw brain data or results from brain data analysis.

Nowadays, some regulatory frameworks govern data collection and storage,
e.g., the General Data Protection Regulation (GDPR). While the increased
transparency may be perceived as a positive development, superficial or malevo-
lent treatment of such regulatory frameworks may lead to a false sense of privacy
and security for the users. Furthermore, the increase in privacy notifications that



BMSD 2024 173

fulfill the requirements of the law may add transparency, but they will not give
freedom or the possibility for the web user to make decisions that would increase
individual privacy [14]. For example, users can still encounter privacy breaches
through consumer agreements, despite the security measures in place [38].

The complexity of privacy policies increases [14], which may make users less
willing to read and understand them fully end-to-end and all their implications.
As Steinfeld ’s [43] website study observed, if a privacy policy is not displayed
by default and the user must actively open it, the default is to ignore it. Also,
Obar & Oeldorf-Hirsch ’s [33] research supports the argument that users bypass
privacy policies. Furthermore, if the user does open it, they will likely only glance
it through [14,33]. This may be attributed to the length and complexities of the
texts within privacy policies and terms of services. Based on the average reading
speed of individuals, it would take some time to read and fully comprehend those
documents. The privacy policy and terms of service are both lengthy documents.
Research suggests that the privacy policy takes approximately 30 min to read
while the terms of service take approximately 15 min [33].

3.1 Review Preparations

As final users do not tend to scrutinize privacy policies, in this review, we ana-
lyzed the privacy policies of established companies with potential access to brain
activity. Our review process is comprised of multiple phases, as summarized in
Fig. 1. We start with the identification of suitable BCI and XR manufacturers as
described in Sect. 3.2. Following this, the privacy policies were analyzed in order
to ascertain details about data collection, third-party involvement, the privacy of
minors, and any potential references to neural data collection. Upon completion
of the analysis, the findings were processed, validated, and compared with the
monetization review conducted for this paper i.e. extracting results as discussed
in Sect. 3.2.

Fig. 1. Method used to review privacy aspects within BCI and XR ecosystems.



174 T. Lahtinen et al.

The companies selected for this analysis are categorized into three groups:
those involved in extended reality (XR), non-invasive BCI, and invasive BCI
technologies. The selection criteria encompassed companies engaged in the man-
ufacture or development of XR headsets, non-invasive BCI devices, or invasive
BCI devices. In reality, some companies fit under two different categories. A
detailed listing of the chosen companies is provided in Table 1.

Table 1. List of BCI, XR, XR-BCI companies under review in this paper.

Extended Reality Non-invasive BCI Invasive BCI

Sony [41] NeuroSky [31] Neuralink [30]

Meta [24] Muse [29] Synchron [44]

Varjo [49,50] Emotiv [17]

OpenBCI [35]

BrainAccess [10]

The extended reality (XR) category encompasses three companies engaged
in the development and sale of XR technology. Sony, for instance, produces
VR glasses for gaming. Meta, a prominent entity, not only develops meta-
verse technologies but also participates in numerous XR/BCI-based research
projects [22,23]. Additionally, Varjo stands out for its focus on crafting XR
glasses tailored for professional applications. It is also noteworthy that Varjo
is engaged in the development of XR-BCI devices in collaboration with Open-
BCI [48].

The non-invasive BCI category comprises five different companies. These
include NeuroSky, Muse, Emotiv, and BrainAccess, each of which is dedicated
to the creation of EEG-based lightweight BCI devices intended for individual use.
Furthermore, OpenBCI is distinguished by its commitment to the development
of open-source EEG-based BCI devices tailored for research purposes.

The invasive BCI category is comprised of mainly two rival companies, Neu-
ralink and Synchron. Both have obtained clinical approval for their devices,
enabling testing with patients, which both companies have started recently.
These companies specialize in the design of products intended to address the
needs of individuals facing limitations in their daily activities.

3.2 Results of the Review

This section presents our main findings from the privacy policies we analyzed.
The findings are presented below per company:
EmotivBCI [17]

– Data collection. Emotiv collects various types of personal information directly
from users, including contact information, financial account information, and
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user account information. Additionally, they collect personal information from
third parties and automatically when users use their services.

– Third-party sharing. Emotiv shares personal information with vendors, third-
party service providers, and agents for various purposes, including billing,
marketing, and compliance. They also share pseudonymized EEG Data
and Experiment Data with third parties for research purposes,
potentially without explicit consent from users for each instance.

– Data retention. Emotiv stores personal information for as long as necessary to
provide services, comply with legal obligations, and for scientific or historical
research purposes.

– Policy updates. Emotiv reserves the right to modify its privacy policy at
any time, and users are encouraged to periodically review the policy.

– Minors’ privacy. Their services are not intended for children under the age of
16 and they do not knowingly collect personal information from children.

NeuroSky [31]

– Data Collection. Personal information may be collected during various activ-
ities including purchasing products, registering products, participating in
forums, downloading software updates, registering for events, or participating
in online surveys.

– Personal Information. Personal information is used to provide customer ser-
vice, access to products and services, and send product announcements, soft-
ware updates, special offers, and event notifications.

– Information Sharing. NeuroSky does not sell, rent, or exchange personally
identifiable information without user consent, but it may share informa-
tion with third-party service providers who perform services on
behalf of NeuroSky.

– Disclosure Exceptions. NeuroSky mentions potential scenarios where personal
information might be disclosed, such as legal processes, defending legal claims,
or as otherwise required by law. However, it does not specify how user
privacy will be protected in such situations.

– Minors’ privacy. Their website is intended for users 18 years and older, but
it also provides guidance for parents if they believe their minor child has
submitted personal information.

– Third-party Sites. Linked sites are outside its control and responsibility.
– Sales of Assets. In case of a sale or transfer of NeuroSky assets, user
databases containing personally identifiable information may be
transferred to third parties. While it promises to notify users of such
events, it’s unclear how users can manage their data in such circumstances.

– Changes to Privacy Policy. It reserves the right to change the privacy
policy without explicitly informing users.

– Cookies. NeuroSky uses cookies to identify web browsers and track user activ-
ities on the website. While it states that cookies do not reveal personally
identifiable information, it does not provide clear instructions on how users
can manage or disable cookies
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– Up to date. The Privacy policy was updated last time in 2009 and it is short
(out-dated).

Muse BCI [29]

– Data Collection. Muse collects various types of data including Sensor, Pro-
cessed, Activity, Preference, and Transmission Data. The collected data is
used for providing real-time feedback during sessions, generating reports,
customer support, research purposes, technical troubleshooting, performance
management, and product enhancement.

– Location Data. Muse collects Location Data to enable Bluetooth connectivity
on Android devices but claims not to store this data

– Data Sharing. Users’ data is shared with third parties involved in
research or product improvement, but details about the criteria for
selecting these third parties and ensuring data privacy are not provided.

– Observer Monitoring. Muse Connect allows observers to monitor participants’
sessions with the consent of the participants. When participants consent to
data sharing, Muse BCI shares their Activity Data, Processed Data,
Email, Name, and Profile picture with the observer.

– Minors’ privacy. Muse products are directed to persons aged 16 or over, and
Muse does not knowingly collect personal information from children under
16.

– Data Retention. User data will be stored for extended periods, even after the
user’s account becomes inactive. The length of time data is retained and the
purposes for which it is retained are not clearly defined.

– Transfer of personal data. User data may be transferred to multiple countries,
each with different privacy laws and regulations, raising concerns about data
protection and security during transfer.

OpenBCI [35]

– Collection of Personal data. OpenBCI collects various types of personal infor-
mation from users, including contact information, financial information, tech-
nical device information, and user content.

– Third-party partners. OpenBCI works with third-party partners and proces-
sors such as Google, Facebook, and Shopify. While these partnerships may
enhance the services provided, users should be informed about how
their data is shared with these entities and for what purposes.

– Cookies. OpenBCI collects information via cookies, which are used for track-
ing user activities and preferences.

– Data Protection. It claims to implement security measures to protect user
data against unauthorized access or breaches.

– Data transfer. Personal data can be transferred to countries outside the Euro-
pean Union, indicating compliance with data protection regulations.

– Privacy rights. It acknowledges users’ privacy rights, including the right to
object to data processing and opt-out mechanisms.



BMSD 2024 177

– Minor’s privacy. It does not knowingly collect personal information from
children under the age of 16, demonstrating a commitment to protecting
children’s privacy.

BrainAccess [10]

– Storage of Personal Information. BrainAccess collects personally-identifying
information such as name, email, phone number, and address when users
visit the site, register, fill out forms, or subscribe to newsletters. Users’ per-
sonal information might be used for providing services, managing accounts,
providing support, and sending promotional material.

– Sharing personal information. It does not disclose users’ personal information
except in certain circumstances, such as to comply with the law or protect
legal rights.

– Data sharing: Non-personally identifying information may be shared with
third parties for marketing and other uses.

– Direct marketing. BrainAccess may use users’ contact information for direct
marketing purposes without prior consent if they are current or former clients.

– Minors’ privacy. Its site and services are not designed for children under the
age of 16 and BrainAccess does not knowingly collect information from
them.

Neuralink [30]

– Collection of personal information. Neuralink collects various types of per-
sonal information, including health and medical information, personal contact
information, biographical and demographic information, and communication
information.

– Information automatically collected. Neuralink uses cookies and similar tech-
nologies to collect information automatically about users’ use of the website,
such as IP address, browser type, pages viewed, and time spent on pages.

– Sharing of personal information. It shares personal information with
various entities, including service providers, healthcare providers, research
partners, and professional advisors.

– User consent. It collects, uses, and discloses personal information with user
consent or as permitted or required by law.

– Data retention. Neuralink retains personal information for as long as neces-
sary to fulfill the purposes for which it was collected and processed.

– Security measures. It claims to have implemented safeguards to help secure
users’ personal information. However, users should be informed about the
specific security measures in place and any potential risks to their data secu-
rity.

– Minors’ privacy. Neuralink does not knowingly collect personal information
from anyone under the age of 18.
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Synchron BCI [44]

– Collection of personal information. Synchron collects various types of per-
sonal information, including contact information, internet and network iden-
tifiers, and information provided in correspondence. Additionally, in the con-
text of clinical trials, Synchron may collect biographical, demographic, and
health-related information from users.

– Cookies. Synchron uses cookies, pixel tags, and similar technologies to collect
information about users’ service use.

– Sharing of personal information. Shares personal information with var-
ious entities and providers for purposes such as service provision, research
and development, and legal compliance.

– Security measures. It claims to have implemented safeguards to help keep
users’ personal information safe, including administrative, data security, and
physical safeguards.

– Data retention. Synchron retains users’ personal information for as long as
necessary to fulfill the purposes for which it was collected and processed.

– Third-party sites. Linked sites are outside its control and responsibility.

Meta Platforms Technologies Privacy Policy/VR [24]

– Mandatory account data. Meta account needs information name, contact
information, password, and date of birth. Meta Horizon profile (for VR) stores
information about the profile name, profile picture, username, avatar, list of
followers, and interactions with games and apps.

– Data collection VR. While interacting with the VR app some information
is collected (e.g. physical characteristics and movements) (e.g. Mandatory
data: Headset/controllers position and orientation, and audio data, and Vol-
unteer data: Hand and body tracking, eye tracking, natural facial expres-
sions, fit adjustment), meta VR Product activity (e.g. payment credentials,
event, purchases, downloaded apps, frequency and duration of your activi-
ties), content, fitness information (e.g. calories, time active, goals and achieve-
ments), gameplay and statistics, environmental information and dimensions
(e.g. room size, etc.), camera and audio information (improve VR world by
processing data in device), voice interactions, device information (e.g. device
attributes, logs, crash reports, 3-party app use), and information from part-
ners and third parties.

– Data share.All public marked data, horizon profile (e.g., avatar, user-
name, profile, connected people, and interactions), is shared with third
parties to ensure the delivery of the requested service.

– Third-party. Meta does not govern how third-party apps utilize, retain, or
distribute data when users opt to share data with those apps during their
interactions. It is crucial to acknowledge that when users activate features
such as eye-tracking, or when certain physical attributes are not mandatory,
but the user needs to enable them as apps may require these for optimal
functionality, Meta is also collecting this enabled data.
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– Purpose of data collection. Meta collects data to provide services, including
advertisements and commercial content. This data is also used to promote
safety, security, and integrity, as well as to communicate with users. Finally,
the data is used to improve services by innovating and researching.

– Parent responsibility/Minors’ privacy. Meta’s platforms are not for children
under 13 without parents’ consent. Account for children between 10 and 12
is the parent’s responsibility, and this account is to be treated the same way
as any other account.

Sony PS VR2/Sony’s general privacy policy [41]

– Automatic Information Collection. Sony mentions the automatic collection
of various data types, including device identifiers, network identifiers, loca-
tion information, gameplay details, and errors. This extensive data collection
may raise concerns about the level of user surveillance and the potential for
intrusive monitoring of user activities

– Information sharing. Sony may share user information with various
third parties, including service providers, partners, advertising partners,
and government authorities. While some sharing may be necessary for pro-
viding services, the broad scope of sharing raises questions about the extent
to which user data is exposed to external parties.

– Marketing. Sony employs user information for personalized marketing com-
munications and targeted advertising. While personalized content can
enhance user experience, it also raises privacy concerns regarding the tracking
and profiling the users for advertising purposes without explicit consent.

– Data transfer. User data may be transferred to and processed in different
countries, potentially subjecting it to varying privacy regulations. This lack
of control over data transfers raises concerns about data protection standards
and user privacy rights in different jurisdictions.

– Data retention. Sony may store the user information for extended periods,
even after the termination of user accounts, for purposes such as legal compli-
ance and dispute resolution. Extended data retention practices raise concerns
about the potential misuse or unauthorized access to stored user data.

– Limited control. Users may have limited control over the collection, use, and
sharing of their data, particularly in cases where data processing is considered
necessary for service delivery.

Varjo XR-3 and VR-3 [49,50]

– Data Collection. Varjo collects various categories of personal data, including
basic customer and user information, IP addresses, login information, sub-
scription details, usage data, technical data, feedback, and communications.

– Marketing. Varjo processes personal data for marketing and sales purposes,
including sending newsletters, targeted marketing, customer analysis, and
offering products and services.

– Third-party Sharing. Varjo shares personal data with connected par-
ties, group companies, vendors, third-party service providers, and
authorized third parties.
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– Data Transfer. Personal data may be transferred outside the EU/EEA, raising
concerns about data protection standards and regulatory compliance in other
authorities.

– Data Retention. Varjo stores personal data for as long as necessary.
– User Rights. Users have rights to access, correct, erase, restrict processing,

object to processing, withdraw consent, opt-out of marketing, and request
data portability.

4 Discussion over Main Results

We discuss the issues we see in privacy policies and collection practices, and how
those affect neuromarketing in the future.

Issues with Privacy Policies: The analysis of the privacy policies of numer-
ous companies reveals that a considerable amount of data is being collected,
including network identifiers, health-related data, and usage data. The purpose
for the extensive collection of information is unclear, as well as how this affects
the protection of children. There are guidelines regarding the privacy of minors,
with the majority of users between the ages of 16 and 18 opening an account.
Meta has the lowest age requirement for users, with individuals aged 13 per-
mitted to open accounts and commence utilization of Meta’s services, with the
consent of the parent or guardian. The age may be lowered to 10. While some
platforms define an age boundary, it is unclear how companies ensure that this
is fulfilled. For instance, according to Hargittai et al. [20], parents are willing to
assist their children with account creation. In fact, 78 percent of children aged 14
and 47 percent of children aged 10 have received assistance from their parents.
However, the protection of minors is regulated by tight privacy regulations for
children, such as the US Children’s Online Privacy Protection Act (COPPA) of
1998 [18].

Based on our analysis of current privacy policies and our experience with the
use of this technology, we derive the following insight:

Minors, misfits in current privacy policies: Current efforts made by
companies are far from sufficient to permit fine-grained and actionable
parental controls. Current collection practices depict a different reality
around the age target. This creates a void in the protection of children’s
online privacy and their brain online exposure. We advocate for privacy
policies to be reviewed to align with the technological and usage realities.

Emotiv recommends that users periodically review their privacy policy. How-
ever, this is prone to issues — reviewing policy is demanding, and changes are
generally overlooked. To fix this, Emotiv should give some notification of the
changes they have made to the privacy policy. Furthermore, NeuroSky reserves
the right to modify its privacy policy without explicitly notifying users of this
action. This policy is also outdated, according to the NeuroSky webpage, as the
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privacy policy was last updated in 2009. To address the mentioned issue, it is
recommended that users be made aware of any changes to the PP, such as the
Privacy Act 2020 in New Zealand [34].

Issues with Data Collection Practices: One of the most common procedures
is data sharing with a third party. Some companies also note that data can
be transferred, for example, outside the EU, and in this case, data protection
regulations will change after transfer. It is also noteworthy that when companies
announce sharing data with third parties, it is often not clear which entities will
gain access to the data.

Notably, none of the companies under review stated that neural data (brain
data) is used for marketing purposes. However, there are instances where
data-sharing practices remain unclear. For instance, BrainAccess states that
it shares non-personally identifying information for marketing purposes, yet it
is unclear whether brain data falls within this category. Similarly, Emotiv is
sharing pseudonymized EEG Data and Experiment Data with third parties for
research purposes. Additionally, invasive BCI devices (Neuralink or Synchron)
are employed for health purposes, with the associated health data being shared
with select entities. Devices manufactured by these companies are also the most
capable of producing high-quality data containing the most sensitive data. Team
EMB [46] has presented a blog text that outlines potential avenues for future
marketing strategies for Neuralink. As such, we derive the following insight.

Risk of leaking emotions to advertisers through neuromarket-
ing: To seamlessly incorporate neuromarketing into campaigns, mar-
keters require access to state-of-the-art tools and technologies, encom-
passing data gathered from EEG headsets, eye-tracking devices, and
neuroimaging equipment. This data, which we have examined in light
of certain policies, is leveraged for service enhancement. However, sen-
sory data of this nature holds significant relevance in neuromarketing,
potentially unveiling extremely sensitive information like emotions to
advertisements [46].

5 Conclusion

In this work, we have presented a systematic method for reviewing privacy assur-
ances offered and monetization aspects within BCI and XR-BCI ecosystems. Our
review is done through the lenses of data collection practices self-declared in pri-
vacy policies and terms of service, as well as through the review of the academic
literature in the area of neuromarketing. From our review, we observed con-
cerning issues in how privacy policies discuss the usage of brain data, as well
as issues in correct data collection practices. In particular, we have discussed
genuine risks behind the leakage of emotions and generic raw brain-wave data to
advertisers, and the lack of controls in this emerging technology in the face of its
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rapid and yet-to-be-regulated development. We also derived key takeaways that
offer actionable insights that aim to improve the privacy of minors. Finally, we
offered a data monetization review that discusses the existing policy frameworks
and contextualizes their limitations through three case studies that discussed:
i) the ethical implications behind using brain data for advertising; ii) the use
of emotions for the subliminal advertisement based on emotions; and iii) risks
to the advertisement ecosystem in the (mis)use of extended-reality (XR) (e.g.,
political manipulation), especially when coupled with BCI as in XR-BCI.

We posit that significant work needs (technology-wise, regulation-wise, legal-
wise) to be done to ensure the security, safety, and privacy of individuals using
nascent BCI and XR-BCI technologies that equip popular headsets with brain-
computer interfaces. The insights we offer in this work will have a profound
transformation on the research agenda of the business modeling and software
design community.
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Abstract. With the further development of more and more production
machines into cyber-physical systems, and their greater integration with
artificial intelligence (AI) techniques, the coordination of intelligent sys-
tems is a highly relevant target factor for the operation and improvement
of networked processes, such as they can be found in cross-organizational
production contexts spanning multiple distributed locations. This work
aims to extend prior research on managing their artificial knowledge
transfers as coordination instrument by examining effects of different
activation types (respective activation rates and cycles) on by Artifi-
cial Neural Network (ANN)-instructed production machines. For this, it
provides a new integration type of ANN-based cyber-physical production
system as a tool to research artificial knowledge transfers: In a design-
science-oriented way, a prototype of a simulation system is constructed
as Open Source information system which will be used in on-building
research to (I) enable research on ANN activation types in production
networks, (II) illustrate ANN-based production networks disrupted by
activation types and clarify the need for harmonizing them, and (III)
demonstrate conceptual management interventions. This simulator shall
establish the importance of site-specific coordination mechanisms and
novel forms of management interventions as drivers of efficient artificial
knowledge transfer.

Keywords: Artificial Neural Networks · Cyber-Physical Systems ·
Symbiotic Knowledge Management · Artificial Knowledge Transfer ·
Experiments · Simulation

1 Introduction

Traditionally, production machines are considered as more or less static tools
being programmed with software and hardware routines, which are used to real-
ize value-adding production steps in order to finalize workpiece carriers [1]. Aside
analogous and digital signals that are generated because of physical sensory
information, production machines can be accompanied with Digital Twins in
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Industry 4.0 [2] and Internet of Things [3] contexts to capture beneficial aspects,
such as flexibility [4], reliability [5], individualization [6]. Due to their conceptu-
alization as cyber-physical systems [7], these kinds of tools enable embedded or
remote signal processing, autonomous communication as well as more sophisti-
cated intelligent task realization [8]. Although isolated prototype concepts start
bringing several facets of Artificial Intelligence (AI) to such machines [9,10],
common AI usage has not yet been standardized in application systems. Hence,
AI-based knowledge flows at production machines are rather inefficient [11].

These missing standards are particularly problematic if AI is introduced
to networks of production machines, such as in organization-wide networks of
CPS or cross-organization-wide interacting CPS networks [12]. The controlling
of multi-site production facilities via Artificial Neural Networks (ANN)–each
machine and site can be represented as individual cognitive production network
[13]–is challenging because of different characteristics: Activation patterns might
vary at machine-, site- and vendor-specific levels for instance as well as follow
organization-specific routines and processes. So, AI-based knowledge flows in
overarching, interwoven cognitive production networks might become destruc-
tive [14] and inefficient [15] in the entire network’s context. Reasons can be
found at different activation rates and activation cycles, so that, in a worse
case, correctly working outcomes of ANN activated are overwritten or lost in
disharmonious ANN-sub-structures. If it was possible to bring isolated, machine-
specific or site-specific ANN networks in harmony, one can expect joint multi-site
ANN-based systems to have (a) more efficient knowledge transfers as individ-
ual machines and facilities can adapt to the specific knowledge conversion, (b)
destructive activations of sub-systems can be reduced, so that for instance waste,
energy and time consumption can be reduced in cross-organization production
chains, and (c) ANN-based networks become controllable in a way that man-
agement interventions can be applied to improve artificial knowledge transfers
in advance.

This article works out the prototype of a concept about multi-site ANN-based
application systems as a research instrument in form of a simulation system. This
shall be the basis for on-building research, that clarifies inefficient and destruc-
tive ANN-based knowledge flows and corresponding improvement of knowledge
transfers by management intervention in selected production scenarios. Thus,
the following research will address the improvement of ANN knowledge trans-
fers and focuses on the following research question:

“How can different activation types of rate and cycle combinations in
multi-site Artificial Neural Networks be researched?”

The research does not intend to provide a sophisticated empirical proof of
improved ANN knowledge transfers because of managed multi-site ANNs and
corresponding experiments. It rather intends to clarify the basis of such an
instrument in production contexts that will be demonstrated and verified in on-
building empirical research, experiments and simulation runs designed in this
research.
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The research approach is intended to be design-oriented in accordance
with the Design-Science-Research Methodology (DSRM) [16]. Thus, the second
section provides the foundation of multi-site ANN simulation system construc-
tion. It further clarifies the research gap and addresses why a simulation platform
is needed. Requirements are presented that need to be reflected by the prototype
thereafter. These clarify what functionality such a simulation platform shall pro-
vide. The design is then presented in the third section, so that it becomes clear
how this functionality shall be provided by a simulation platform. Its usefulness
demonstration will be conceptualized with the aid of experiments in section four
and concluded in the broader research context in the last section.

2 Theoretical Foundation

The theoretical foundation for the research presented here refers to ANN-based
systems that are located at multiple sites. For demonstration purposes, these are
exemplified in Industry 4.0 contexts, such as ANN-based production machinery
being integrated in production processes spanning different production sites.
Thus, the characterization of neuronally constructed systems is addressed in the
first sub-section and the engineering of ANN-based Industry 4.0 machinery in
the second sub-section. As this research aims for researching ANN’s activation
rates and activation cycles, the tool of system analysis and corresponding states
characteristics, that are commonly used to describe periodicity of systems, are
addressed in sub-section three. On the basis of these concepts, the research gap
is concretized on the one hand, and on the other hand the experimental setup
and the necessary research instruments can be designed in the following sections.

2.1 Neuronal System Modeling and Artificial Knowledge Transfers

Artificial Knowledge Transfers. A knowledge transfer can be interpreted
as conversion of different types of knowledge being bound to various kinds of
knowledge carriers [17]. While the first form of knowledge refers to well docu-
mentable explicit knowledge [18], that can be handed among any kind of process
participant easily (e.g. a book, data file or pixel information), the second form
of knowledge is hard to document as it is knowledge-bearer-bound (e.g. experi-
ence). It is referred to as tacit knowledge [18] and can be found at human level
as well as AI-based system level [15]. Among further interpretations, this knowl-
edge can be interpreted as neuronal pattern consisting of a sequence of neural
activations [15], which either can be found in the human brain on a biological
level or they can be generated by virtually simulated brains based on artificial
neural networks [19].
Neuronal System Modeling. By modeling neuronal patterns, e.g. with the
aid of the Neuronal Modeling and Description Language (short: NMDL) [20], the
following is enabled [13]: Either the activity of ANN-based systems can become
transparent and made explainable as artificial knowledge transfers since the neu-
ral injection of explicit knowledge in ANN becomes clear and artificial knowledge
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objects are identified automatically (activation data-centered approach). Here,
the processual behavior of ANN-based systems evolves due to unknown artifi-
cial knowledge transfers. Alternatively, AI-based systems can be transparently
constructed and algorithmically interpreted (AI system engineering approach).
Here, ANN structures follow predefined artificial knowledge transfers. In hybrid
approaches, data-centered and engineering approaches can meet to enable the
debugging of ANN systems: An evolving procedural behavior and predefined
artificial knowledge transfers can be compared and fed back to real-world require-
ments. However, these approaches have been demonstrated in organization-wide
interwoven ANN-based systems which have had the same activation rates and
start times [13].
Interim-Conclusion. Although ANN-based systems and respective artificial
knowledge flows have been demonstrated at organization-wide levels, there is no
research about interacting ANN-based systems that follow different activation
rates and activation cycles. So far, neuronal modeled systems have been interwo-
ven and activated as one system only, which is equivalent to one artificial brain.
A research gap becomes apparent, here.

2.2 ANN-Based Cyber-Physical Production Systems

Cyber-Physical Systems. Following Ashton [21], the physical meaning of clas-
sical production components is enhanced by embedded systems with structures
similar to the Internet such that their physical meaning is supplemented by a
virtual representation. Since those computational elements are collaborating to
control their respective physical and virtual entities, they are hereinafter referred
to as cyber-physical systems (CPS) [22]. According to their schematic structure
[23], they provide the following: At least one communicator realizes the con-
nection to other CPSs using internet protocols, e.g. for exchanging AI knowl-
edge bases. Sensors perceive data from the environment and a CPS generates
an understanding of its preferably certain states within the environment (e.g.
by AI-based recognition). Actuators carry out the interactions with the physi-
cal environment so that a feedback loop can be closed, such as by AI generated
instructions. Processors realize beside other tasks the decisions of the CPS. Here,
different kinds of AI-based and non-AI-based decision strategies can coexist in
one CPS to follow its strategy autonomously.
Cyber-Physical Production Systems. However, connecting several CPS to
one Cyber-Physical Production Systems (CPPS) [7], each CPS in the production
setting possesses individual abilities to act with, or perceive information from
the environment and its surrounding CPS, which is more than simply receiv-
ing messages via its communication channels. Based on its location, individual
limitations restrict its actions and time dependent states (e.g. their current pro-
duction phase) influence its availability to interact with other CPS and realize
production routines in cooperation. Facing the complexity of CPPS, a concep-
tual design of worldwide distributed CPPS are provided by Bender et al. [12].
However, the corresponding simulation realization has not been realized, yet.
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ANN-based CPPS. Interwoven and by ANN instructed cognitive production
networks of four different CPS types (one robot arm, two feeder, one conveyor)
already have been realized in organization-wide context [13]. These lead to pro-
ductive routines and realized cost savings and waste reduction for instance. How-
ever, these were located at one production facility, realized productions of one
company and consisted of CPS purchased from vendor only.
Interim-Conclusion. Although conceptual ideas and fragments are available
for worldwide CPPS systems on the one hand and ANN-instructed CPPS on
the other hand, a multi-site CPPS that is based on ANN instructions or rather
global, neuronally instructed production chains having multiple production facil-
ities have not been realized, yet. A research gap becomes apparent, here. Since
this article contributes the research stream of [13], please find here comparisons
regarding existing simulation platforms, the question of “buy or build?” is related
with the transportation of proved concepts to CPS of different vendors.

2.3 System Analysis and System States

System Analysis. System analysis can be described as a systematic method
for the model-based analysis of complex objects of investigation [24]. Here, the
structure as well as the external and internal functionalities of an object of
investigation (OoI) and its components are examined and evaluated in order
to define requirements for a solution design. In this research, the OoI refers
to ANN-based cognitive production networks of neuronally instructed produc-
tion chains spanning multiple production facilities (cf. Sect. 2.2) and respective
neuronal knowledge patterns (cf. Sect. 2.1) as well as the ANN-based induced
production behavior. Particularly in cases of phenomena based on complex mech-
anisms, where the causes of phenomena were not based on isolated causal chains
or relationships between a few variables (here analytical methods lead to great
success), system analysis shows strengths with its consideration of system ele-
ments in an interdependent context [25]. Typically, examples refer to in growth
and equilibrium processes, meshed control loops, complex decision sequences or
socio-cultural development processes.
State Characterization. With the aid of chaos theory, system analyses e.g.
intends to describe periodicity of dynamic systems. Intuitively, the state of a sys-
tem describes enough about the system to determine its future behavior in the
absence of any disregarded influences affecting the system. From particular inter-
est is the state of equilibrium, which means that the behavior of dynamic systems
does not change over time without external influence [26]. In this research, each
production site is considered as dynamic ANN-based system (due to recurrent
ANN structures and humans in the loop), which will be examined as combined
dynamic system of interwoven cognitive production networks inhowfar their acti-
vation will result in a joint equilibrium. In this context, the joint equilibrium
means that their production behavior does not change over time without exter-
nal influence and a production routine evolves. It will be examined inhowfar this
equilibrium is productive in regard with rejected goods, waste, time consumed,
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etc., too. By now, the following kinds of equilibrium-related state descriptions
are distinguished for dynamic systems [26–28]:

a) Systems are unstable or chaotic if respective systems are deflected slightly
and do not return to its original reference position, but the deflection
increases. In this research, a deflection means a deviation from the origi-
nally learned ANN tasks and corresponding artificial knowledge flows that
evolve a working production routine at reference activation rates and cycles.
Often, the systems’ respective knowledge flows reinforce themselves. This
self-reinforcement can be referred to as positive feedback and leads to appar-
ently arbitrary changes in the production context simulated.

b) A dynamic system is stable if the system returns to its initial state after a
deflection or fault. For instance, although the production network is faced
with deflected activation types, the intended production process can be real-
ized due to efficient knowledge flows among ANN-based systems.

c) The system is labile if it changes state at the slightest disturbance. For
instance, any kind of activation type change results in alternative production
processes.

d) The dynamic system is metastable if it returns to a more stable equilibrium
state after a sufficiently large deflection or disturbance. For instance, the
production network comes up with improved production routines if different
activation types are used.

e) If a metastable system has two equilibrium states, it is also referred to as
bistable. Many dynamical systems exhibit the coexistence of several stable
states, which is also known as multistability [29].

f) The dynamic system is indifferent stable if it comes to rest in a new state
after every deflection or disturbance. For instance, the production network
comes up with alternative production routines if different activation types
are used. It needs to be questioned if the alternative is productive, too.

As the different forms of equilibrium (stable, labile, metastable, bistable, mul-
tistable and indifferent) can be related to a production behavior recurrent at
regular interval, these are referred to as periodic systems from hereon and dif-
ferentiated from chaotic systems.
Stability in Neuron Dynamics. Biological and artificial neuronal networks
have been studied in regard with stability since decades. For instance, it is sup-
posed that the biological origin of bistable visual perception draws back to neu-
ron cells activity, which induces switches between different perception states
[30,31]. On the level of single neurons, multistability is represented by the coex-
istence of basic firing patterns, like silence, spiking, regular, and chaotic burst-
ing [32]. On the level of group of neurons, the physiology of neural systems has
been examined: Here, dynamical concepts were focused, such as time delay [33],
phase locking patterns [34], or delayed recurrent neural loops [35]. However,
studies mostly refer to mathematical analyses, but not system analysis meth-
ods and by ANN-instructed machines in simulations. Further, they do not cover
decentralized AI realization strategies and corresponding Industry 4.0 capable
infrastructures.
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Interim-Conclusion. Per se, there is no state description that enables the
characterization of combined dynamic systems which considers different kinds
of ANN activation rates and activation cycles. System analyses enables the indi-
vidual analysis of any kind of sub-system but not the activation type-related
state characterization so far. For instance, the system-specific ANN activation
rates can have coupled or decoupled starting times. Further, from an analytical
perspective, they can refer to the same or different rates, while the latter can
refer to divisible versus indivisible rates, duplicable versus unduplicable or irreg-
ular rates. Although simulation of spiking neural networks have been analyzed
in regard with balancing states, the activation type related evolving behavior of
ANN-based systems, such as in production contexts, has not been focused, yet.
A research gap becomes apparent, here.

3 Design

In regard with the DSRM [16], the design presents research problem solution in
form of artifacts, which will demonstrate their usefulness in the demonstration
section. As was identified in section two, these artifacts refer to (a) the production
site design, (b) the scenario design, (c) the task design, (d) the AI system design
and, (e) the simulation system design. Each will be presented in an individual
sub-section.

Since the production sites were ought to be instructed by AI and the Concept
of Neuronal Modeling [13], the individual artifacts were designed with the aid of
the Neuronal Modeling and Description Language (short: NMDL) from its repos-
itory [20]. Due to its practice focus, requirements for corresponding artifacts (see
Table 1) have been synthesized from literature and validated with researches and
production machinery manufacturers. So, they have functioned as quality gates
for artifacts presented here and they can stand as quality gates for subsequent
research.

3.1 Production Site Design

In the beginning, the hardware for the experimental investigation has been
designed and set up. Therefore, the distributed production facilities and machine
interactions are designed. The result is the physical construction of a distributed
Industry 4.0 production plant structure that can simulate global production
chains. According to Fig. 1, this consists of the following production facilities:
(1) an AI-based logistics center for shipping goods in Pretoria, (2) an AI-based
logistics center for receiving goods in Bochum and (3) further production facil-
ities for AI-based goods processing in Potsdam. Based on the NMDL’s Organi-
zational Overview, in the figure, one can see the individual organizational units
and its technical sub-elements. So, the technical designation of physical devices
and their composition and use in the scenario design is prepared.

On the physical production structure shown in the figure, the AiRaci-based
system AiRaci-CPS1 with the human worker named AiRaci-Worker1 simulates
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Table 1. Requirement collection

ID Requirement Description

1. Req. (Digitization): The production machines of a production site
need to be digitized so that a Digital Twins is created per machine
[36]. Analog electric signals need to be transformed to digital
signals, so that these can be processed by computers embedded at
the machines and routing them through standard output sockets
[37].

2. Req. (IoT-Integration): The production machines as technical
device needs to be integrated in the IoT structure [38], so that a
communication by the machines and further dialog partners can
be realized. These partners can refer to further production
machines, alternative devices and human process participants.

3. Req. (CPS-Capabilities): The production machine needs to
provide components of sensors, actuators, processors and
communicators, so that CPS capabilities can be realized [7].

4. Req. (AI-based Instruction): As the machine design has not a
purpose in itself, it needs to follow a production routine, so that a
workpiece carrier is constructed step by step. In accordance with
the AI-based instruction mechanism [13], the machine’s controlling
is not realized by static software code but adaptive, flexible and
efficient AI instructions.

5. Req. (AI Infrastructure): As the machines of each production site
are instructed by AI [9], the machines are integrated in an AI
supportive infrastructure. In accordance with AI architectures
[39], the machines correspond to the shop floor level (cps level)
representing nodes with low computing power for AI processing.
More powerful computing nodes for fast AI processing can be at
the local cloud level. The most powerful and costly computing
nodes can be rent ad-hoc via AI cloud services (public cloud level).
Example hardware services are provided by Amazon, Google,
Microsoft, etc.

6. Req. (AI Platform): Since individual machines and productions
sites shall be considered as production network, these need to be
integrated with one end-to-end platform for cyber-physical
systems, that enables the efficient application of knowledge of
ANN [40]. For this, it needs to enable the flexible,
node-independent (a) situational ANN application, (b) ANN
training and validation as well as (c) ANN refinement, etc., which
is realized as Over-The-Air deployment. Further, arbitrary
programming libraries, such as TensorFlow or PyBrain, need to be
provided, so that specialized AI functions are supported. Lastly, it
needs to support AI experiments, which means the parameterized
machine initialization having a machine-specific selective AI
activation rate as well as a selective AI activation cycle.
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Fig. 1. The Organizational Overview of NMDL and layout of multi-site ANN-based
cyber-physical production systems.

the first production facility for dispatching goods. The second production site
simulates the AiRaci-based system AiRaci-CPS2 with the human worker AiRaci-
Worker2 for receiving goods. The production facilities for further goods process-
ing simulate the LEGO-based system structure of AiLego-CPS1, AiLego-CPS2,
AiLego-CPS3 and AiLego-CPS4 with the human worker named AiLego-Worker1
as well as the fischertechnik-based system structure of AiFischertechnik-CPS1
to AiFischertechnik-CPS7 with the human worker named AiFischertechnik-
Worker1. The workpiece carrier called AiRaci-CPS3 can now be passed back
and forth between the AI-based production facilities, e.g. with the help of the
short and long conveyors or the human letter carrier (see Postman in the figure).
Each production facility continues to produce the workpiece carrier step by step
according to the designed scenario.

The corresponding physical devices can be seen in Fig. 2. For replicating these
kinds of physical production components, please let us know.

3.2 Scenario Design

For driving the physical production machines presented in Sect. 3.1, the soft-
ware for the experimental investigation as well the implementation of produc-
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Fig. 2. The physical layout of multi-site ANN-based cyber-physical production sys-
tems.

tion sequences has been realized. First, scenarios for global production chains
are designed and relevant parameters are operationalized. The ProcessView of
the NMDL represents the underlying production processes and the interaction
of the physical production facilities (see Fig. 3) introduced in Fig. 1.

Fig. 3. The ProcessView of NMDL on the production process of multi-site ANN.

The figure shows that fruit is first produced in the first AiRaci production
facility. It is then refined in the second AiRaci production facility. The refined
fruit is then processed into jam in the fischertechnik production facility. In the
fourth Lego production facility, the marmalade is packaged and marmalade jars
are labeled so that they can be sold in retail stores. The scenario modeling of
an error-free production chain thus represents a process instance of sequential
production tasks with four production facilities.

Since all systems are modeled with the neural process design tool CoNM
and are instructed based on AI, the focus is on observing the synchronization
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and activation cycles of the two AiRaci production facilities, which are at the
beginning of the production chain. If neuronal information is already lost here
in the first production facilities due to inefficient synchronization and activation
cycles, this has an impact on subsequent cognitive production systems. These
two production sites are therefore the focus of the investigation and Fig. 4 shows
the detailed sequence of these two production sites.

Fig. 4. The ProcessView of NMDL on the process of production tasks at the two
AiRaci production sites.

The figure shows the time at which an AI-instructed CPS must become
active in order to perform the production task shown in green. This relates to
activation cycles and rates, which go hand in hand: In the interaction of various
AI-instructed CPS, a workpiece carrier is thus produced piece by piece. At the
same time, however, the CPSs involved must also be able to implement idle
behavior–for example, no machine may become active and perform its respective
activities to produce goods if no materials or workpiece carriers are available.

The focus of the research is therefore now on the disruption state of pro-
duction (productive and idling behavior are in harmony), where the activation
cycles and rates of two production facilities do not go hand in hand and, for
example, Machine1 of the first production facility produces workpieces faster
and sends them to Machine2 of the second production facility than the second
production facility can process or the second production facility slows down the
first.

The following parameters to be operationalized are therefore determined for
the two machines named Machine1 of the first production facility and Machine2
of the second production facility: On the one hand, the start times of the cycli-
cal AI deployments as activation cycle according to the respective tasks in the
characteristics a) coupled and b) decoupled (delayed/premature). On the other
hand, the repetition duration of the AI applications as activation rate according
to the respective, same tasks in the specifications a) equal b) different.

3.3 Task Design

For clarifying the respective AI tasks of Fig. 4 called “AI-based image classifi-
cation and documentation of the result on the hard disk”, the NMDL’s Activi-
tyView specifies the following two:
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First, an AI-based classification task that relates to the analysis of fruit
images of the varieties a) bananas, b) oranges and c) apples, which contain m
pixels in the x-axis and n pixels in the y-axis and have RGB values. Figure 5
shows the task of the two AI-based machines and conceptualizes the incoming
data to be collected and the outgoing data to be generated in the scenarios
determined.

Fig. 5. The ActivityView of NMDL on AI-based picture classification of multi-site
ANN

The figure shows that the RGB values of each pixel of the image to be
analyzed serve as input values in the scenarios and the class combinations of the
three types of fruit (bananas, oranges, apples) with the quality levels (defective
and ok) must be generated as outgoing values. It must also be possible to pause
the two machines, which is achieved using the two “no-fruit-pic” classes.

Since the workpiece carrier, which represents the respective fruit and rep-
resents image material, is transported back and forth between Machine1 and
Machine2 in the scenarios by means of the short and long transport conveyor
systems, Fig. 6 clarifies the second AI-based classification task that relates to the
analysis of transport situations. It shows the modeling of the corresponding two
AI-based transport tasks for the short conveyor bench on the left and the long
conveyor belt on the right.

The figure shows which incoming sensor values from the respective transport
system are used by the neural structure used here to generate the outgoing
neural instructions for a) a transport movement from left to right, b) a transport
movement from right to left and c) a pause. Furthermore, in both systems, the
fourth neuron d) indicates an alarm situation and the fifth neuron e) indicates
a complaint.

3.4 AI Application Design

First of all, the distributed production facilities created in Sect. 3.1 and situated
in scenarios created in Sect. 3.2 are operated in normal mode and data is col-
lected. For this purpose, a synthetic data set was compiled, which corresponds
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Fig. 6. The NMDL’s ActivityView on AI-based transport classification.

to the conceptualization of the AI-based image analysis according to the model-
ing and limit scenarios (including worst-case scenarios) and is based on the (1)
AI-based image classification and the shown in Fig. 5 and (2) AI-based transport
classification (see Fig. 6). These datasets can be found in the repository:

– Training material for AI image classification, which is based on
the collection by Kalluri (2018): https://github.com/MarcusGrum/AI-
CPS/tree/main/data/fruits-fresh-and-rotten-fruits-dataset

– Training material for the AI transport classification of CPS1:
https://github.com/MarcusGrum/AI-
CPS/blob/main/documentation/experiment05/datasets/Cps1 TrainDs.csv

– Training material for the AI transport classification of CPS2:
https://github.com/MarcusGrum/AI-
CPS/blob/main/documentation/experiment05/datasets/Cps2 TrainDs.csv

This is followed by training to create models for the respective Industrie 4.0 pro-
duction systems. The result is neural models for the machines of the distributed
Industrie 4.0 production facilities, which can instruct them with neural activa-
tions based on AI-based image recognition in such a way that global production
chains are realized. By comparing the incoming and outgoing values shown in
Figs. 5 and 6, the interfaces between individual production facilities that are
relevant for the production chain can be recognized by the names of the same
name. The neuronal structures of the AI models responsible for AI-based image
analysis are shown schematically in Fig. 7.

Since the neural structures were implemented with the TensorFlow program-
ming library, the specific technical names of this programming library can be
found in the figure under the respective neural layer. The trained models for AI-
based image analysis have been made available in the Dockerhub as a “knowl-
edgebase”:
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Fig. 7. The NeuronView of NMDL clarifies the AI-based picture classification.

– Relevant knowledge bases: https://hub.docker.com/u/marcusgrum

The neural architecture of the two transport conveyor systems has a neural
connection to the respective upstream AI image analysis and is shown in Fig. 8.
For this purpose, the PyBrain programming library was extended and used to
implement the AI transport analysis. The extension has also been made available:

– Extended PyBrain library: https://github.com/MarcusGrum/pybrain

Fig. 8. The NMDL’s NeuronView on AI-based transport classification of multi-site
ANN.

A comparison with the conceptual scenario planning shows that the incoming
neuronal values from Fig. 6 match the input neurons in Fig. 8 and that the sce-
narios are therefore implemented and trained at the neuronal level.

The neuronal models are used here as ANN apply requests. The mechanism
responsible for this is also prepared in the repository:
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– ANN request manager:
https://github.com/MarcusGrum/AI-
CPS/blob/main/code/annRequests .../apply annSolution.py

This means that the use of a trained AI model for image recognition on the
machines named Machine1 and Machine2 and the associated conveyor belt sys-
tems named ShortConveyor and LongConveyor is prepared and only needs to
be called up in the operationalized parameter configurations in accordance with
the experimental investigation designed in the next section.

3.5 Simulation Design

The implementation of the scenarios is based on a software substructure with
which the hardware of the Industry 4.0 production systems from Sect. 3.1 can
be operated. This was prepared as a repository so that computing nodes or
machines from different platform systems can be set up using the same software
structure:

– Node-independent software structure: https://github.com/MarcusGrum/AI-
Lab

Here, each machine is integrated as an MQTT client so that the respective AI
deployment on Machine1 and Machine2 can be tracked throughout the entire
production structure via a message broker and results are also available to other
interested CPSs. So, for example, Machine1 communicates with other CPS of the
first production facility via MessageBroker1 and Machine2 and other production
facilities of the Lego-based and Fischertechnik-based production facilities via
a MessageBroker2, which are connected to this communication exchange via a
bridged connection. In addition, the messages exchanged here can be intercepted
so that times and results can be documented and used for analysis. This was
prepared as a repository so that various computing nodes can implement the AI
application:

– MessageBroker:
https://github.com/MarcusGrum/AI-CPS/tree/main/code/messageBroker

– MessageClient:
https://github.com/MarcusGrum/AI-CPS/tree/main/code/messageClient

In order to guarantee parametrized cycles and activation rates in selected exper-
iment runs, a system-wide or cross-production site scheduling algorithm or con-
trolling clock generator was implemented, which is integrated as an additional
communication client in the communication structure. By means of its doc-
umenting and controlling role, it ensures that activations are realized at the
planned (calculated) simulation times and that results, which are distributed
across the communication channels, are also documented. This has been made
available in the repository:

– Experiment: https://github.com/MarcusGrum/AI-
CPS/blob/main/code/experiments/experiment05.py
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In this simulation system, the communication behavior of the participating phys-
ical and virtual simulation devices shown in Fig. 9 is thus established, with the
latter ensuring the correct timing of the respective experiment scenario.

Fig. 9. The communication flow of the joint simulation system.

4 Experiment Design

For planning and carrying out the experimental investigations so that the proto-
type designed and implemented in the previous section can be operated with the
same/different activation cycles/rates and initial hypotheses can be answered,
the distributed production facilities are operated using neural instructions and
performance data is collected. Figure 10 shows the design of experiments (DoE),
also known as experimental design, focusing on the planning of each task as fol-
lows: Each planned task aims to describe and explain the variation of information
under conditions that are thought to reflect the variation.

Fig. 10. The experiment variants of multi-site ANN.
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The figure shows that the planned experiments differentiate the activation
cycles in the two variants “coupled” or “synchronous” and “uncoupled” or
“unsynchronized” as well as the activation rates in the two variants “equal”
and “different”, resulting in a 2× 2 matrix with four experiment variants. Each
variant or task serves to test one of the four initial hypotheses, so that the general
task can be formulated as follows:

– General experiment task:
An AI-based production chain with at least two neuronally instructed produc-
tion facilities is to be operated, whereby the activation types of the production
facilities are varied with regard to the activation cycle and the activation rates
and the ANN-based knowledge bases used are retained and confronted with
different experiment variants in such a way that any faults that may occur
due to different activation rates and cycles in production operations can be
investigated.

Hypotheses: The four initial hypotheses refer to the following:

– Hypothesis 1: The synchronization of activation cycles with the same activa-
tion rates of distributed production sites promotes the trouble-free operation
of production chains.

– Hypothesis 2: Decoupled activation cycles with equal activation rates of dis-
tributed production sites lead to disruptions in production chains.

– Hypothesis 3: Different activation rates in synchronized cycles of neural sys-
tems of distributed production sites lead to disruptions in production chains.

– Hypothesis 4: Different activation rates in asynchronized cycles - in the oppo-
site sense of a standard of distributed production sites - prevent the operation
of neuronally instructed production chains.

At the same time as realizing the experimental task of operating the described
production facilities using neural instructions and simulated production chains,
quality defects in production products and the automated documentation of pro-
duction times are determined. The result is the collection of data from simulated
production chains in distributed Industry 4.0 production facilities, which can be
examined with regard to fault-free operation.
Assumptions: If a malfunction occurs during proper operation, it is assumed
that the workpiece to be produced suffers a quality defect and must be rejected
(Assumption 1). The following is also assumed:

– Assumption 2: The reference scenario and therefore the basis for training is
the scenario of hypothesis 1.

– Assumption 3: Fruit workpieces are fed into the production system by the
letter carrier as soon as the long conveyor system has taken over the workpiece
from the short conveyor system. This ensures that there are always enough
orders in the production system, but that two workpieces with competing
transport movements are not placed on one and the same conveyor element.
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– Assumption 4: The transports via the conveyor systems always take one simu-
lation minute (including the calculation times of the associated neural activa-
tions for image and transport). This is particularly important with regard to
shorter activation questions, as neuronal activation cannot change the phys-
ical processes in the real world.

– Assumption 5: The respective total simulation time amounts to three simu-
lation time states or simulation cycles.

5 Conclusion

Summary. As part of a design-science-oriented research [16], this article has
constructed and provided a simulation system as Open Source for examining
ANN-based systems distributed at multiple machines, multiple sites and hetero-
geneous infrastructures. Exemplified at the example of production contexts, it so
enables the simulation of global, neuronally instructed production networks hav-
ing multiple production facilities. Further, an experiment design incl. activation
type-related hypotheses has been worked out. It will demonstrate the simulation
system and shall (I) enable research on ANN activation types in production net-
works, (II) illustrate ANN-based production networks disrupted by activation
types and clarify the need for harmonizing them, and (III) demonstrate con-
ceptual management interventions. As it will be in on-building research realized
next, the design-oriented research cycle is finalized.
Critical Appraisal. The research question (“How can different activation types
of rate and cycle combinations in multi-site ANN be researched?”) can be
answered with regard to the design of ANN-based production chains: individual
production machines are setup as ANN-based CPS (Req. 3), which is clarified by
the prototype presented. They have a Digital Twin (Req. 1) and they are based
on the traditional tangible resource of production machines. Intelligence is car-
ried out with the aid of AI requests communicated via MQTT based Internet
channels (Req. 2) and node-independent Docker containers providing AI exper-
tise flexibly at diverse computing levels (Req. 5). This contributes with further
examples for the domain of Production Management. These potential organiza-
tion types are enabled because of the CPS capabilities, so that machines can
adapt to the current context of a scenario and reflect on the machine’s produc-
tion tasks. By generating and providing different forms of AI instructions (Req.
4), specialized knowledge bases and data contexts are loaded from the produc-
tion network so that artificial knowledge transfers are realized efficiently (Req.
6). This contributes to business process standards, since this leads to a novel
form of AI processes. Being embedded in the new simulated production chain
infrastructure designed, the examination of ANN activation rates and cycles is
enabled by the experiment design worked out at this contribution.
Outlook. By realizing the experiments designed, effects of inefficient knowledge
flows among ANN-based Industry 4.0 systems can be researched systematically.
First experiment results can by found at [41]. Detailed analyses of their artificial
knowledge flows will give insights to their productive behavior in networks of
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ANN spanning multiple sites. Building on this, standards for AI usage spanning
multiple sites can be formulated. These support effective artificial knowledge
transfers of the future.
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Abstract. Firmware analysis methods are crucial for IoT security,
yet their reproducibility-the ability to replicate results in subsequent
research-has not been thoroughly examined. This study addresses this
gap by empirically analyzing the reproducibility of three methods in two
key applications of firmware analysis: third-party library identification
and binary image base determination. We then evaluate the original stud-
ies on each of these methods, using two reproducibility assessment tech-
niques, providing insights into the challenges and opportunities related
to reproducibility in firmware analysis. Our findings highlight the current
reproducibility status of these methods and offer guidance for improving
the reliability of research in this field.

Keywords: firmware binary analysis · reproducibility · empirical
research · IoT-based software

1 Introduction

In recent years, the rapid growth of embedded systems and Internet of Things
(IoT) devices has greatly increased cyber threats. Firmware binaries, the essen-
tial software controlling hardware operations, are critical parts of these systems.
As these firmware-based devices become more common in various industries,
ensuring their security has become a top priority for cybersecurity researchers.
Firmware binary analysis is crucial for this task. It helps identify vulnerabilities,
detect malware, and understand the complex operations of embedded systems.
This analysis includes tasks such as reverse-engineering to find the firmware’s
image base, which is the starting address of the executable file loaded into mem-
ory, and Software Composition Analysis (SCA) to identify embedded third-party
libraries (TPL).

Growing concerns about firmware security raise questions about the effec-
tiveness and reproducibility of analysis methods. Reproducibility, in this con-
text, refers to the ability to replicate research results consistently across differ-
ent studies. Firmware analysis is tough because firmware binaries are complex
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and work on different types of hardware. With firmware-based devices becom-
ing more common in critical infrastructure and various industries, it’s urgent
to address vulnerabilities and reduce risks. Independent vulnerability research
on firmware faces challenges like getting data, dealing with encrypted files, and
working with different hardware types. Therefore, it’s really important to check
if established cybersecurity methods for firmware analysis can be trusted and
repeated reliably. Doing a thorough research is key to understanding how well
these methods work and keeping up with evolving threats.

In response to these challenges, this paper presents an empirical investiga-
tion focused on evaluating the reproducibility of specific cybersecurity methods
designed for firmware analysis. While a recent study [5] has explored various
aspects and issues related to reproducibility in firmware analysis, our goal is
to empirically assess the reliability and effectiveness of existing methodologies
on accessible firmware images. We aim to demonstrate that the descriptions
of methods provided for firmware analysis often lack the quality necessary to
effectively replicate reported results.

To achieve these objectives, we examine a selection of commonly used cyber-
security methods for firmware binary analysis covering both the challenges of
reverse-engineering and SCA. First, to assess reproducibility from an empirical
perspective, we conduct careful experimentation and analysis on these methods
across various firmware binaries. Next, by evaluating the reproducibility level
of the original studies on these methods, we perform a theoretical assessment
of reproducibility. The main findings of this study highlight the challenges and
opportunities in reproducibility within the field of firmware analysis, contribut-
ing to the ongoing discourse on cybersecurity research methodologies.

The main contributions of this paper are summarized as follow:

1. We investigate the effectiveness and reproducibility of selected cybersecurity
methods for firmware binary analysis.

2. To the best of our knowledge, this research is the first empirical study focusing
on identification of challenges and opportunities in reproducibility within the
field of firmware analysis.

3. We employ empirical methods to aid in assessing the reproducibility of par-
ticular cybersecurity methods designed for firmware analysis.

4. Using reproducibility assessment, with this paper we demonstrate the lack of
sufficient and adequate quality in method and dataset descriptions provided
for selected firmware analysis studies

5. This study contributes to the ongoing discourse on cybersecurity research
methodologies in particular, and on reproducibility of empirical results in
general.

The rest of this paper is organized as follows. Section 2 delves into related
work by focusing on the definition of reproducibility and its various types in the
fields of software engineering and security. In Sect. 3, we outline our methodology
for conducting the study. Section 4 presents the experiments conducted along
with their evaluation. The research findings are discussed in Sect. 5. Finally,
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Sects. 6 and 7 respectively offer a comprehensive discussion and conclusion
regarding the outcomes of our investigation.

2 Related Work

Lately, reproducibility has emerged as a significant evaluation metric alongside
other benchmarks such as speed and reliability in experimental results [3]. Repro-
ducibility refers to a study’s capacity to be replicated, either entirely or par-
tially, by an independent research team [4]. Reproducibility is achieved when
an independent group can obtain identical results using the author’s provided
artifacts, according to Olivier et al. [10]. As per the findings of Hernandez et
al. [6], the failure to release reproducible artifacts (comprising complete source
code and dataset) to the community restricts the utility of analysis platforms.
The majority of publications lack reproducibility [14], while ensuring experiment
reproducibility is vital in the scientific method. Reviewers in scientific journals
carefully check publications for sufficient detail, particularly focusing on method-
ology descriptions. However, with complex software tools and datasets, relying
solely on these descriptions may be inadequate for reproducibility. Limited access
to such resources complicates and discourages reproducibility efforts [4].

As indicated by [12], the documentation factors – methods, data, and experi-
ments – allow for the classification of reproducibility into three levels, quantified
by numerical scores:

– Experiment
reproducible-includes all factors, enabling independent researchers to repli-
cate results;

– Data reproducible-requires method and data, facilitating similar findings by
other researchers;

– Method reproducible-documents the method alone, allowing independent
replication of results.

The current study is focused on the last degree of reproducibility, i.e., Method
reproducible. There are also several types of reproduction studies, as outlined by
Gonzalez-Barahona et al. [4]. These include: Complete new study, Procedural
validation, New analysis based on the same processed dataset, New analysis
based on the same raw dataset, with different parameters and methodologiesm,
New study reusing only the retrieval tools.

Ensuring the reproducibility of Empirical Software Engineering (ESE) studies
is integral to enhancing their credibility, providing the research community with
opportunities to verify, evaluate, and enhance research outcomes [14]. Among
ESE studies, those utilizing data from development repositories are especially
conducive to reproducibility. These studies leverage readily shareable data and
often utilize analysis tools that are either shareable or meticulously documented.
Despite these favorable circumstances, many studies in this field face challenges
in achieving reproducibility. Factors like unidentified data sources or software
tools often hinder these studies, making them either unreproducible or difficult
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to replicate, even partially. [4]. The reproducibility status of empirical software
engineering studies can vary significantly, ranging from easily replicable to nearly
impossible to reproduce. Given the complexity of the involved processes and the
multitude of details to consider, there’s a pressing need for a systematic approach
to assess study reproducibility. To address this need, Gonzalez and Robles [4]
highlight several attributes of elements impacting reproducibility: identification
of original elements, description of published information, availability for other
researchers, persistence in the future, and flexibility to new environments. These
attributes represent various dimensions affecting the ease of reproducing a study.

Researchers have focused on evaluating software testing techniques but haven’t
proposed a reproducibility-focused methodology yet, hindering both reproducibil-
ity and empirical evaluations. Despite efforts in software engineering experimen-
tation, evaluating testing techniques remains challenging due to diverse software
types and complex scope delineation [9]. It’s commonplace for software devel-
opers to attempt reproducing software bugs to grasp their anomalous behaviors
and rectify them. Regrettably, they frequently encounter difficulty in reproducing
these bugs, resulting in flawed and unreliable software systems. Rahman et al. [13]
endeavors to delve deeper into the factors contributing to the non-reproducibility
of software bugs through a multi-modal study, aiming to gain a comprehensive
understanding of this phenomenon. They conduct an empirical investigation uti-
lizing 576 non-reproducible bug reports sourced from two prominent software sys-
tems (Firefox and Eclipse). They also identify 11 key factors that could potentially
contribute to the non-reproducibility of reported bugs.

Recent endeavors are concentrated on establishing protocols to enhance the
reproducibility of scientific studies in the system security domain. Nonetheless,
the participation of embedded devices frequently adds complexity to replicating
previous research. Tools like Avatar 2 can aid in reproducing earlier studies.
The doctoral thesis [8] showcases the viability of record and replay for embed-
ded devices, adapting dynamic fault detection heuristics to embedded systems
using the instrumentation capabilities offered by Avatar 2’s PANDA target.
Additionally, conducting experiments in the field of cybersecurity poses signifi-
cant challenges, particularly due to methodological issues prevalent in empirical
research. Achieving reproducibility and comparability of results proves difficult
due to limited access to data and privacy concerns that often preclude data shar-
ing [1]. While this paper concentrates on experimenting with firmware analysis
methods-a domain not reliant on private data (primarily firmware binary files)-
implementation remains incomplete due to insufficient information regarding the
implementation specifics.

Our work is closest related to very recent effort by Helmke et al. [5]. They
discovered several factors that can impact the representativeness and replica-
bility of firmware vulnerability research: whether unpacking the documents is
performed, the choice between a small selection or a large-scale collection of
firmware images, gathering product data versus using the operating system, and
whether data is shared or links to legal but volatile sources are provided. They
introduce a universally applicable framework of best practices aimed at ensuring
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scientifically sound firmware corpora. In contrast to our approach, they assess
firmware analysis methods theoretically, without conducting an empirical study.
Additionally, they utilize different evaluation metrics compared to our method-
ology.

3 Methodology

The identification and selection of a comprehensive paper pool are crucial steps
in conducting empirical research, particularly in studies focused on cybersecurity
methods for firmware analysis. This study aims to investigate the reproducibility
of various cybersecurity methods applied to firmware analysis. To achieve this
goal, we developed an original methodology to collect and analyze a paper pool
consisting of relevant literature in the field.

3.1 Paper Pool Selection

Our selection criteria aimed to capture a broad spectrum of cybersecurity meth-
ods commonly utilized in firmware analysis, ranging from binary analysis to
Image base determination approaches. We also prioritized studies that have
demonstrated reproducibility or empirical validation of their findings. By focus-
ing on reproducibility, we intend to ensure the reliability and robustness of the
methods examined in our study.

3.2 Search Strategy

We executed a systematic search strategy designed to identify pertinent liter-
ature in the field of firmware analysis. The process began by reviewing foun-
dational papers, such as those by Costin et al. [5], which aimed to improve
binary analysis approaches. Building upon this foundation, we explored compre-
hensive survey articles and conducted thorough searches in scholarly databases
using tailored keywords and phrases like “firmware analysis” and “IoT security.”
Our search encompassed renowned academic databases, including IEEE Xplore,
ACM Digital Library, and Google Scholar, ensuring broad coverage of available
literature.

3.3 Screening and Selection

Following the initial search, we screened the titles, abstracts, and keywords of
retrieved papers to identify those aligning with our inclusion criteria. This com-
prehensive evaluation helped us exclude papers not relevant to firmware anal-
ysis methods. From the selected papers, three were chosen for implementation
in our study. These included two papers employing Image base determination
approaches, widely used in reverse engineering for firmware analysis, and a novel
method known as ModX, developed for third-party library detection and intro-
duced at a prestigious conference (ICSE 2022). This diverse selection aimed to
provide a comprehensive overview of current methodologies.
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3.4 Reproducibility Framework

As outlined in Sect. 2 and based on the classification from [12], the targeted
level of reproducibility for this study is categorized as method reproducible. Our
methodology was designed following the principles of Hevner’s Design Science
[11], which emphasizes building and evaluating artifacts to solve identified prob-
lems.

1. Implementation: We attempted to implement each method based on the
provided algorithm descriptions from the selected papers. This involved
extracting variables, data types, and functions as outlined in each algorithm.

2. Challenges Identification: We documented the obstacles encountered dur-
ing the implementation process for each algorithm, highlighting the challenges
of achieving method reproducibility.

3. Reproducibility Attributes: To further evaluate reproducibility, we iden-
tified several attributes associated with elements impacting reproducibil-
ity. These elements include the Data source, Retrieval methodology, Raw
dataset, Extraction methodology, Study parameters, Processed dataset, Anal-
ysis methodology, and Results dataset. The attributes encompass Identifica-
tion, Description, Availability, Persistence, and Flexibility.

4. Quality Metric Development: To assess the ease of reproducibility of each
study, we developed a quality metric for original study of each method, as
outlined in [14]. This metric evaluates five characteristics: limitations, man-
ual inspection, reproducibility package, method and data description, and
improved version.

By aligning our methodology with Hevner’s Design Science, we ensure a rig-
orous methodology to assessing the reproducibility of cybersecurity methods for
firmware analysis. This methodology comprises two main sections. Firstly, in
Sect. 4, through the implementation of algorithms proposed by each method, we
identify any implementation challenges and determine the feasibility of repro-
ducing the method despite these challenges. Secondly, in Sect. 5, by evaluating
reproducibility attributes and employing a quality metric, we conduct a theoreti-
cal reproducibility assessment of the original studies related to the three selected
methods.

4 Implementation and Challenges

In this section, we present the empirical experiments and evaluations conducted
to investigate the reproducibility of various firmware analysis methods. We
selected a set of studies to implement and evaluate, focusing on their methodol-
ogy, implementation challenges, and the results obtained. This section is struc-
tured to align closely with the methodology outlined in Sect. 3.4, addressing
Implementation and Challenges Identification.

We began by compiling a substantial list of potential papers, encompassing 21
studies relevant to firmware analysis methods. These papers represented a diverse
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range of methodologies within the field. After careful consideration, three papers
were selected for implementation in our study, based on their clear implementa-
tion steps, pseudocode, or algorithm descriptions, balancing the effort required
for implementation against our timeline constraints.

As seen in Fig. 1, the selected methods can be categorized into two dis-
tinct categories: TPL-detection based methods, aimed at identifying third-party
libraries and software components within software, and Image Base Determina-
tion techniques, focused on locating the image base of binary executables. Within
the TPL-detection category, we have one study, while the Image Base Determi-
nation category comprises two studies, each employing different methodologies:
Function Entry Table (FET) and Matching Literal Pools (MLP). To implement
these methods, we carefully extracted variables, data types, and functions out-
lined in each algorithm of the method by thoroughly studying each study mul-
tiple times. This section provides a concise overview of the method description,
implementation steps undertaken, and the challenges faced during the process.

4.1 TPL Detection

An effective strategy for enhancing software security involves employing SCA, a
methodology designed to evaluate the third-party or open-source software com-
ponents employed in a product. SCA aims to identify potential issues such as
outdated versions, vulnerabilities, or license non-compliance within these compo-
nents [2]. Methods for detecting TPLs represent a subset of SCA methodologies.

Fig. 1. The category of the selected methods

4.1.1 ModX Method
Yang et al. [15] propose the ModX method aimed at decomposing programs
into finely-grained modules. Their method involves detecting partially imported
TPL instances through both a binary-level program modularization algorithm
and a semantic matching algorithm. The process unfolds in two main phases.
In the first phase, the binary program modularization, consisting of two key
components: Designing Module Quality Assessment and Modularization Algo-
rithm. The former involves evaluating the quality score of grouping functions into
clusters using a community detection algorithm. The latter component aims to
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optimize the quality score by combining functions and decomposing the binary
into modules based on a quality metric. Additionally, the second phase of ModX
framework concentrates on TPL detection, which entails implementing a Module
Similarity Measurement algorithm based on semantics. This includes assessing
Syntactic Similarity, Graph Similarity, and item Function Similarity.

Implementation. This section provides a comprehensive discussion on imple-
menting reproducibility for the ModX method. The method comprises two dis-
tinct phases: Binary Modularization and TPL Detection, designed to forecast
TPLs from a binary program. However, as the main input is the binary file,
which must first be converted to the graph, an essential preliminary phase of
graph creation is required. Therefore, we redefine the method to include three
phases accordingly.

Phase 0 (Graph Creation): Step 1) Generating and visualizing call graph.
Initially, the process involves creating a graph from the firmware file (binary
source file). Subsequently, we visualize this graph to verify the correctness of
the graph generation process. However, the study applies a function call graph,
necessitating the compilation of a list detailing functions and their connections.
Hence, the task involves determining the methodology to extract functions from
firmware files. Radare2, a framework designed for reverse-engineering and ana-
lyzing binaries, is employed in this context to access and analyze the binary file,
extracting the list of functions. When it comes to visualization, two alternatives
are available: NetworkX and Graphviz. NetworkX visualization primarily serves
ELF files, often encountering only nodes with minimal edge representation. Con-
sequently, employing Graphviz proves to be a more effective solution.

Phase 1 (Binary Modularization): Subsequently, as the initial phase of
their method, Yang et al. [15] clusters functions within the program to produce
modules based on their Quality scores. This process involves breaking down
firmware binary source files into modules. To discern the specific methodology
employed, further investigation was conducted through references (i.e., 48, 49,
17, 46, 30). It is also necessary to examine the Community Algorithm to under-
stand its function and the inputs and outputs it entails. Step 2) Girvan-Newman
Algorithm. ModX employs the Girvan-Newman algorithm for detecting commu-
nities within the graph. However, the original Girvan-Newman algorithm lacks
support for directed graphs, necessitating the creation of an undirected graph
as input for this algorithm. Step 3) calculating Quality Score. After generating
the function call graph and identifying communities using the Girvan-Newman
Algorithm, the quality score of these discovered communities can be computed.
step 4) Function Volume Adjustment. This step encompasses three functions:
computing the volume value (number of statements), identifying end-nodes, and
executing Backward Propagation. Step 5, Step 6, and Step 7 correspond to the
Modified Quality Metric, Modularization Algorithm, and Modularity Similarity
Measurement, respectively.

Phase 2 (TPL Detection): Finally, at the second step, ModX performs TPL
detection by matching program modules with TPL modules.
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Challenges Identification. We faced the following challenges during the
implementation and cross-testing of the ModX method:

– Data processing steps for generating graphs from raw data (i.e., software
program) is not explained. Software, library, or package employed to generate
graph is not introduced. Data is also not publicly available.

– There is no information regarding the implementation details such as pro-
gramming language and libraries in the study.

– Furthermore, there is a dearth of information on the dataset utilized for eval-
uation, as well as details regarding the data, including input, output, and
ground truth.

– The authors mention in the study that the entire program or library can be
regarded as a graph with the functions representing the nodes. They also show
on the overflow of ModX that the program file (e.g., EXE file) is converted
to a function call graph but they don’t mention how they do the conversion
and which data structure they use to represent the graph (adjacency matrix,
adjacency list or adjacency set).

– It is still unclear how binary files can be designated as distinct nodes and how
their connections can be defined.

– Due to numerous uncertainties encountered during the implementation pro-
cess, finishing the implementation became impossible.

4.2 Image Base Determination of Binary Executables

In the realm of reverse engineering, when disassembling an executable file, the
disassembler must be aware of the processor type of its runtime environment and
the image base of the executable file. While obtaining the processor type for a
given embedded system firmware is relatively straightforward, determining the
image base of the firmware poses a challenge. Properly configuring the image base
in the disassembler during the initial import significantly improves the analysis
of the firmware [17]. Various tools can be employed to determine the image
base, including matching literal pool (MLP) [17], function entry table (FET)
[16], matching function address [19], LDR instructions [18], and searching jump
tables [20]. This section primarily examines FET-based [16] and MLP-based
approaches [17].

4.2.1 FET-Based Method
In their study, Zhu et al. [16] propose two algorithms. The first algorithm, FIND-
FET, is designed to identify Function Entry Table (FET) entries through a
methodical approach involving sliding window analysis and FET gap assess-
ment. FET entries are classified into discrete and continuous types, based on the
adjacency of function pointers. Key definitions integral to this algorithm include
the FET gap, denoting the number of words between adjacent function pointers
within the same FET, and the sliding window, representing a continuous mem-
ory unit. Additionally, the size of the sliding window (wnd) is determined by
the number of function entry addresses it encompasses. The algorithm adheres
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to rules governing distance, uniqueness, and ARM/Thumb entry address crite-
ria. The second algorithm, FIND-BASE, serves the purpose of determining the
image base.

Implementation. To implement the FET-based method, we adhere to the
following steps. Firstly, we load and read the binary file. Secondly, we locate the
first function entry using the following steps: determine if the current position
corresponds to a Thumb instruction, implement logic to verify if the instruction
at the given position is a Thumb instruction, check if the instruction matches
the Thumb-2 signature, and verify if the address is within the specified window
size. Thirdly, we define three rules to filter the function entry addresses: Rule 1
checks the distance between each pair of function entry addresses in the window,
ensuring it is not more than 64KB, Rule 2 ensures that function entry addresses
within the sliding window are not the same, and Rule 3 checks ARM/Thumb
entry address rules. Finally, we determine the image base by deduplicating and
sorting function entry addresses and then calculating the image base. In this
experiment, the parameter T is set to 40, as specified in the study.

Challenges Identification. We faced the following challenges during the
implementation and cross-testing of the FET-based method:

– The study lacks precise details about the firmware file, firmware version, URL,
or SHA256 of the analyzed input, making it challenging for future researchers
to reproduce the results.

– It remains ambiguous what function MoveWindow serves in the FIND-FET
algorithm. Based on our assumption, it appears to relocate a single window.

– The study lacks references for binary files and does not specify the exact
firmware version, making it impossible to compare the model using the same
binary file.

– The implemented method fails to identify any image base. The final condi-
tion in FIND-BASE is never met, as the ratio consistently remains below
the threshold. Consequently, Thumb and ARM functions are inadequately
represented in the current window.

– In the provided pseudocode, the output from Algorithm 1 (head, gap, table
Size) does not directly match the input requirements for Algorithm 2 (binary
file, function entry table, T). Consequently, in order to replicate the proposed
method, researchers must independently determine the appropriate input for
Algorithm 2 based on the output of Algorithm 1.

4.2.2 MLP-Based Method
Zhu et al. [17] introduce a two-step method for determining the image base
of firmwares on ARM-based devices. Firstly, they propose the FIND-LP algo-
rithm, which exploits the storage characteristics of strings in firmware files and
the encoding features of literal pools containing string addresses to identify all
possible literal pools. Secondly, they introduce the Determining image Base
by Matching Literal Pools (DBMLP) algorithm to determine the image base.
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DBMLP establishes the relationship between absolute addresses of strings and
their corresponding offsets in the firmware file, generating a candidate list for
the image base value. By analyzing the number of matched literal pools corre-
sponding to each candidate image base, the correct image base is identified.

Implementation. In this section, we we delve into the detailed discussion of
implementing reproducibility for the MLP-based method. Firstly, we begin by
loading and reading the binary file. Secondly, we iterate through the binary
data to extract string values, string addresses, string length vectors, and offset
vectors. Thirdly, we employ three rules to identify literal pools. Rule 1 verifies if
the distance between string addresses is no more than 64 KB. Rule 2 confirms if
the string addresses in the same sliding window are unique. Rule 3 checks if the
difference value between adjacent string addresses after sorting is less than 100.
Subsequently, using the identified literal pool, we determine the image base by
calculating the Euclidean distance between each vector and its sub-vectors. If the
distance is 0, we consider it a successful match, and accordingly, the candidate
image base can be calculated. Additionally, we assess whether the strings in each
literal pool are stored in word-aligned format based on the features of addresses.
If every string address in a literal pool is an exact multiple of 4, we conclude
that these strings are stored in word-aligned format; otherwise, they are stored
in unaligned format. Consequently, we discuss each case separately in the study.

Challenges Identification. The MLP-based method have been fully imple-
mented, but there are several concerns regarding the precision of the implemen-
tation:

– The authors fail to identify or provide precise details about the firmware file,
firmware version, URL, or SHA256 of the analyzed input, making it challeng-
ing for other researchers to replicate the proposed method. The download
links for firmwares in their test set are presented in a table, but the majority
of them are non-functional or not direct links to downloadable firmware files.
Some may also require authorization to access the file. Moreover, their online
storage system for firmwares is also not publicly available.

– The starting point for analyzing the binary file is unclear. One approach could
involve initially checking the firmware header and then searching for strings
following it. However, in our implementation, we opted to use 0x0 as the
starting position.

– The study describes strings being separated by a string terminator (0 or
0x00). We’ve implemented the same logic to locate strings, yet we encounter
a significantly higher number of strings and literal pools (LP) compared to
the values provided in “Table 1 – The experimental results (wndsize = 3)”
[17]. For example, in the “tintin fw.bin” file, We’ve found 20887 strings and
259 LP, whereas the study reports 1580 strings and 175 LP.

– Defining or calculating the offsets of strings accurately is unclear. In our
implementation, we define it as the count of blocks, regardless of whether
they contain strings, from the beginning of the firmware file to the current
string.
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– There’s ambiguity surrounding the MoveWindow() function in the FIND-
LP algorithm. While we believe it involves shifting the current position by
one sliding window, we are unsure if the authors employed the same function.
Clarification on this matter is necessary to ensure consistency with the study’s
methodology.

– In our implementation, the DBMLP algorithm detects numerous image bases,
but none of them are repeated. Consequently, no candidate image base can
be selected, resulting in a failure.

5 Reproducibility Theoretical Evaluation

Building upon the implementation challenges outlined in Sect. 4, we now have a
thorough understanding of the reproducibility of selected methods from experi-
mental viewpoint. To further address all facets of reproducibility, we extend our
evaluation to include a theoretical perspective. In this approach, we shift our focus
from method to encompass the entirety of the original study, allowing us to assess
the reproducibility of each study in this section. To theoretically evaluate the
reproducibility level of these studies, we can leverage previous research in the field
of reproducibility. Accordingly, inspired by papers [4] and [14], this section assesses
reproducibility of selected methods from two perspectives: I) Reproducibility eval-
uation through an analysis of elements and their associated attributes that influ-
ence reproducibility (Sect. 5.1); II) Quality assessment conducted by addressing
five questions aimed at measuring reproducibility (Sect. 5.2).

5.1 Reproducibility Assessment

According to [4], eight elements might influence reproducibility and are poten-
tially reusable in future studies.

1. Data Source: This is where the real-world data is located.
2. Retrieval methodology: This involves the process of retrieving data using

software tools.
3. Raw data: This refers to the unprocessed data obtained directly from the

data source.
4. Extraction methodology: This is the process of extracting, cleaning, and stor-

ing data from the raw dataset.
5. Study parameters: These parameters control which part of the data is ana-

lyzed if not all data is available.
6. Processed dataset: This is the output of the extraction methodology and

serves as the input to the analysis methodology.
7. Analysis methodology: This is where the processed dataset is analyzed to

obtain the results dataset.
8. Result dataset: This dataset forms the basis for the research results and out-

comes.

Furthermore, the extent of detail in which all identified elements are depicted
in a study, along with their accessibility and characteristics, can significantly
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influence reproducibility. To measure this influence, it is essential to identify sev-
eral attributes of these elements that impact reproducibility. These attributes
encompass the Identification of the element’s origin, Description of published
information about the element, Availability of the element for researchers, Per-
sistence of future availability of the item, and Flexibility of the element to adapt
to new environments. We have identified the elements influencing reproducibility,
along with their attributes for each study, resulting in the assessment outlined
in Table 1, Table 2, and Table 3. By utilizing these assessment tables, it becomes
feasible to determine whether a particular type of reproduction study is easy,
difficult, or impossible, taking into account the rows in the table corresponding
to the relevant elements.

The evaluation of the ModX study is detailed in Table 1. While their data
sources, raw dataset, and study parameters are partially identifiable, there are
notable limitations. The study describes their data collection process, which
involved manual extraction from various publications and the use of package
manager tools to gather binary files. However, they do not provide any links to
the collected data. Moreover, there is no mention of the persistence and adapt-
ability of their method. Although the study discusses the data collection process
and retrieval methodology, reproducing the proposed methods seems impossible
due to the inclusion of numerous sophisticated functions with unknown input and
output parameters. Consequently, this study falls into the category of methods
that are impossible to reproduce.

According to the reproducibility assessment in Table 2, the FET-based study
falls into the category of methods that are impossible to reproduce from a data
perspective. This is primarily due to the absence of direct downloadable links for
all mentioned datasets, as well as the lack of version information. Additionally,
there is no availability of raw or processed datasets online.

Table 3 also displays the reproducibility assessment for the MLP-based study,
presenting these findings. All data sources could have been clearly identified and
appropriately cited; mentioning the link to the firmware manufacturer is insuffi-
cient. The raw dataset, while published, was not easily accessible for reproduc-
tion and could have been provided in a more convenient format on a publicly-
accessible platform. In summary, the MLP-based study faces significant obstacles
in terms of data reproducibility.

Reviewing these table enables the identification of actions that would improve
the reproducibility of the study. Although all three studies offer comprehensive
details on their methods, whether through pseudocode or step-by-step formulas,
they remain challenging to reproduce due to issues with presenting certain details
about the data across different lifecycle phases and input and output parameters.
For the ModX study, providing additional details on study parameters and offering
a link to its datasets, or ideally, creating a reproducibility package, would be ben-
eficial. Similarly, image base determination studies, FET-based and MLP-based,
would benefit from similar enhancements. Additionally, MLP-based study should
provide a direct link to its data source and consider selecting a more accessible
online library for their data to ensure public accessibility.
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Table 1. Reproducibility assessment for ModX study [15]

Identification Description Availability Persistence Flexibility Assessment

Data source Partial Partial No N/A No D

Retrieval meth. Partial Partial No N/A No D

Raw dataset Partial No No N/A No D

Extraction meth. Partial No No N/A No D

Parameters No No No N/A N/A N

Processed dataset No No No N/A N/A N

Analysis meth. No No No N/A N/A N

Results dataset No No No N/A N/A N

Tags for Assessment: U = Usable; N = Not usable; D = Usable with some difficulty; “*” = Flexible;

“+” = Likely available in future; “–” = Irrelevant or nonexistent

Table 2. Reproducibility assessment for FET-based study [16]

Identification Description Availability Persistence Flexibility Assessment

Data source Partial Partial No N/A Complete D*

Retrieval meth. – No – N/A – N

Raw dataset No No No N/A No N

Extraction meth. – No – N/A – N

Parameters No No No N/A No N

Processed dataset No No No N/A No N

Analysis meth. No No No N/A No N

Results dataset No No No N/A No N

Tags for Assessment: U = Usable; N = Not usable; D = Usable with some difficulty; “*” = Flexible;

“+” = Likely available in future; “–” = Irrelevant or nonexistent

Table 3. Reproducibility assessment for MLP-based study [17]

Identification Description Availability Persistence Flexibility Assessment

Data source Complete Detailed Private N/A Complete D

Retrieval meth. – No – N/A – N

Raw dataset Partial Detailed Private N/A Complete D

Extraction meth. – No – N/A – N

Parameters No No No N/A No N

Processed dataset No No No N/A No N

Analysis meth. No No No N/A No N

Results dataset No No No N/A No N

Tags for Assessment: U = Usable; N = Not usable; D = Usable with some difficulty; “*” = Flexible;

“+” = Likely available in future; “–” = Irrelevant or nonexistent

5.2 Ease of Reproducibility Assessment

Rodriguez et al. [14] examines reproducibility and credibility in ESE through a
case study, exploring how these aspects have been addressed in studies employing
SZZ algorithm. Likewise, we can investigate reproducibility in firmware analysis
through three case studies, examining how these aspects have been handled in
studies employing TPL-detection or Image base determination approaches.
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Based on the implementation obstacles highlighted in the preceding section,
this section introduces the quality assessment for each study by addressing the
five questions outlined by Rodriguez et al. [14], as follows:

Q1. Does the study report limitations of using firmware analysis method
(whether TPL detection or image base determination)?

Q2. Do the authors carry out a manual inspection of their results?
Q3. Does the study point to a reproducibility package?
Q4. Does the study provide detailed description of the methods and data used?
Q5. Does the study use an improved version of firmware analysis method

(whether TPL detection, or FET/MLP image-base determination)?
A positive score is assigned if the criteria are met, while a score of 0 is

assigned if they are not. Aspects with a greater influence on the reproducibility
of the studies are awarded 2 points. The individual scores are then aggregated to
determine an overall score. Table 4 displays both the overall score and individual
scores for each question across each method. In terms of reproducibility ranking,
the overall score ranges are then labelled as follows: 0–1 ranks as Poor ; 2–4 ranks
as Fair ; 5–6 ranks as Good ; and 7 ranks as Excellent. According to the Table 4,
all three studies fall within the third category, indicating a Fair level of ease of
reproducibility. However, this level of reproducibility may not be sufficient for
the reproducibility of firmware binary analysis.

In this paper, the primary reproducibility challenges of selected studies
revovle around the second and fourth questions. While these studies explain
operational procedures, they fall short in sharing exact data and detailing their
initial setup. Specifically, studies employing Image base determination method-
ologies share their source code but omit data repositories. The ModX study
explains procedures with equations, yet lacks comprehensive data sharing.

Table 4. Quality measure [14] of each study we attempted to reproduce

ModX method [15] FET method [16] MLP method [17]

Score for Q1 2 0 1

Score for Q2 1 1 1

Score for Q3 0 0 0

Score for Q4 1 1 1

Score for Q5 0 0 0

Overal Score (Rank) 4 (Fair) 2 (Fair) 3 (Fair)

6 Discussion

Reproducibility enhances the influence of research [7] and ensuring reproducibil-
ity is fundamental for establishing credibility in firmware analysis studies. Fur-
thermore, research endeavors that prioritize reproducibility are more prone to
replication. Authors who furnish a replication package (or offer comprehensive
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insights into the analysis, environment, and data used) facilitate others in repli-
cating or reproducing their experiments, thereby enhancing the credibility of
their findings [7].

Depending on the type of artifacts manipulated in the experiment, various
challenges may arise during publication. Initially, source code is often the most
readily shared artifact alongside the study, enhancing transparency by detailing
the exact operations performed. However, relying solely on source code may
not suffice for achieving experiment reproducibility. Another challenge lies in
determining whether and how to disclose the data utilized during the experiment.
Additionally, the experiment’s environment significantly influences its outcomes,
and with virtualization technologies, sharing the precise software environment
is typically straightforward. Moreover, the experiment setup plays a pivotal role
in determining the measured results, as an incorrect configuration can yield
divergent outcomes from the original study, thereby impacting fair methodology
comparisons [10].

The results and findings obtained from our experiments provide valuable
insights into the reproducibility of the selected firmware analysis methods. We
found that while some aspects of the implemented studies were reproducible
according to the predefined metrics, others posed challenges or inconsistency. For
instance, metrics introduced by [4] and [14] were used to assess the reproducibil-
ity of our implemented studies, revealing areas where improvements or clarifica-
tions were needed to ensure replicability. In discussing these results, it becomes
evident that reproducibility in firmware analysis is multifaceted, influenced by
factors such as the availability of data, the transparency of methodology descrip-
tions, and the consistency of experimental setups. Our study highlights the need
for standardized practices and increased transparency in research methodologies
to enhance reproducibility in the field.

Our approach stands out from recent studies in that we implement firmware
analysis methods to assess reproducibility levels, whereas others may only exam-
ine it theoretically [5]. In our evaluation, we primarily focus on the availability of
data throughout various lifecycle phases, the methods used for data conversion
between steps, and whether the study addresses limitations and enhancements.
In contrast, other studies [5] may concentrate on aspects such as firmware acqui-
sition and unpacking, heterogeneity, scalability, and establishing ground truth.

7 Conclusion

In this paper, we have independently reproduce and evaluate three selected
methods – ModX for third-party library determination, and FET and MLP for
firmware binaries base image determination – proposed in the field of firmware
security and firmware analysis. Unfortunately, despite all the efforts, we were not
able to fully reproduce either the methods or the results claimed in the respec-
tive studies. We have highlighted and motivated the main research and engi-
neering challenges that prevented an independent reproduction and evaluation
of those studies. Also, we have used two different generic methodologies that are
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used to assess the reproducibility of works that deal with algorithm implementa-
tion and software engineering. Our qualitative and quantitative evaluations show
that the evaluated research studies somewhere between Medium and Low ranks
of reproducibility scale. This suggests that independent evaluation and valida-
tion is highly unlikely without further details, data, and improvements from the
respective authors.

The firmware analysis and firmware security community should give greater
attention to reproducibility of the results, techniques, and other associated fac-
tors that guarantee a high-quality scientific and reproducible process. This will
bolster the credibility of the associated research and engineering results, hence
driving IoT and firmware security towards a more trustworthy path.

7.1 Future Work

Despite work in this direction starts to emerge [5], reproducibility is still a fairly
unexplored concept within the realm of firmware security and firmware analysis,
and many analysis methods and datasets have yet to be inspected from this per-
spective. Therefore, as immediate future work we aim to implement additional
firmware analysis methods to evaluate the reproducibility standards within this
expanding field relevant to both researchers and practitioners. Additionally, we
will delve into other aspects of reproducibility such as firmware unpacking, het-
erogeneity, scalability, and ground truth. This comprehensive approach aims to
provide a more thorough and robust solution for achieving reproducibility in
firmware analysis.
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Abstract. Context: In Requirements Engineering, communication problems are
ubiquitous. Many users and user organizations cannot fully understand the arte-
facts which developers produce (such as domain models, (conceptual) schemas,
data models, class diagrams, (system) sequence diagrams, other UML diagrams,
etc.).We try to solve challenges that customers and practitioners facewhen dealing
with requirements that are not expressed in Natural Language (NL).

Research questions: How could such artefacts be explained to and validated
by the user organization in a systematic and user-understandable way?

Main idea: Well, users are of course supposed to understand their own native
natural language. So, you might try to translate those artefacts to their own natural
language in a systematic way. But under which conditions andwhat are the general
mechanisms behind this, both for static and for dynamic aspects?With a clear and
complete set of construction rules or even a grammar for your artefacts, you can
(try to) construct practical translations to the target NL by systematically following
those construction rules. This is independent of a particular development lifecycle
within which the artefacts were produced.

Contribution: In the paper, we make these general mechanisms behind such
NL generation explicit and mention the conditions under which these ideas can
be applied. We illustrate the applicability and feasibility of the general theory for
Conceptual Data Models (statics-based), using construction rules, and for System
Sequence Descriptions (dynamics-based), using syntax-directed translations. We
also establish the (easy) readability of the results.

Keywords: Requirements Engineering · Natural Language Generation ·
Generation Mechanisms · Statics · Dynamics · Conceptual Data Model · Use
Cases · Validation · Explanation · Documentation

1 Introduction

In this paper we sketch and generalize the many roles that Natural Language Generation
can play in Requirements Engineering (RE). In earlier papers (e.g., [1]) we worked it
out for its role in explanation to and validation by the customer for the statics (e.g.,
for explaining a conceptual data model) as well as for the dynamics of a system to be
built (e.g., for validating stylized forms of system sequence diagrams). In this paper we
generalize this. We explain the general mechanism behind it and mention the conditions
under which it can be applied. All in all, this paper generalizes [1].
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We note that we are concentrating on NL generation from conceptual artefacts, not
from software artefacts. So, the natural language generation can be used in an early
development stage, for explanation as well as for validation purposes. We treat both the
specification of the statics and the specification of the dynamics of a (future) system.

There is much literature on NL Processing and there is also literature on NL Gen-
eration from software artefacts. However, we did not find literature presenting a unified
theory of NL generation from various conceptual artefacts for both the static and the
dynamic aspects of a system.

The rest of the paper is organized as follows: Sect. 2 gives somemore background. If
you have a clear and complete set of construction rules, Sect. 3 shows forConceptualData
Models (regards statics) how to construct practical translations to English by systemat-
ically following their construction rules. Section 4 shows for textual System Sequence
Descriptions (regards dynamics) how to construct practical translations to structured use
cases in English by systematically following their grammar rules. Section 5 presents a
generalization in case the artefacts are specified by means of a context-free grammar.
Section 6 contains some conclusions and sketches our roadmap for future research in
this area.

2 Background

NLprocessing is typically applied to create artefacts fromNatural Language expressions;
see Fig. 1A. NL generation, on the other hand, can be used to come from artefacts to Nat-
ural Language: Once you obtained an artefact, independent of a particular development
approach, NL Generation might be used in RE for validation by the user organization
(e.g., to check - and solve - RE communication problems), for explanation, and (later) for
documentation purposes; see Fig. 1B. As generally known, detecting defects in created
artefacts in an early stage is very valuable and cost-effective, because the later defects
are detected, the more expensive it is to repair them. NL Generation will contribute to
validation though it might not be enough for full validation.

Fig. 1. A. NL Processing. B. NL Generation

As a result of NL Generation, the RE artefacts are expressed in Natural Language.
Some examples of artefacts are conceptual data models, class diagrams, and system
sequence descriptions (SSDs). Unbounded use of natural language (i.e. English) is
inherently prone to ambiguity, but our output concerns a bounded, unambiguous part of
English.

Translations to different natural languages (English, Dutch, German, etc.) might
then also be possible and useful, e.g., when the user organization uses a different native
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languageorwhendifferent people in the user organizationhavedifferent native languages
(Fig. 2).

Fig. 2. Translating an artefact to different natural languages

Such translations can be used for explanation to and validation by the user orga-
nization (as well as for later documentation). In those cases, such translations can be
preceded by the following text:

Target
language

For validation For explanation
(and documentation)

English Is the following correct? The situation is as follows:

Dutch Klopt het volgende? De situatie is als volgt:

German … …

… … …

3 Simple Conceptual Data Models

A Conceptual Data Model (CDM) typically consists of a set of concepts each with a set
of properties. A value for a property P might be optional, which we indicate by ‘[P]’.
A property can be a Yes/No-property (a ‘Boolean’), in which case the property has the
form ‘P?’. A property P can refer to another instance of a concept, which we indicate
by ‘^P’ (where P is usually the name of the referenced concept).

Moreover, a property or combination of properties of a concept might be uniquely
identifying within that concept (a.k.a. a ‘key’). This can be indicated by a ‘!’ in front
of the properties involved. If there is another uniqueness constraint within the same
concept, that uniqueness constraint can be indicated by a ‘%’ in front of the properties
involved; e.g., see Student in Example 1.

So, in principle, a property expression can have the form [!^<txt >?] but the com-
bination ^<txt>? does not make sense. The 12 remaining combinations can expressed
by a small grammar:

N1 ::= <txt> | ^<txt> | <txt>?
N2 ::= N1 | ! N1
N3 ::= N2 | [ N2 ]
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Example 1: A Conceptual Data Model
We give an illustrative example of a CDM. It has some Yes/No-properties, some
optional properties, and some combinations thereof. There are two references
(^Student and ^Course in Course Enrolment). Furthermore, there are two unique-
ness conditions within the same concept (Student number and SSN in Student),
and two uniqueness conditions with two properties (e.g., Faculty, Course code in
Course). If present, the value of the property SSN (Social Security Number) is
unique.

Student: Course: Course Enrolment:

! Student number ! Faculty ! ^Student

[ % SSN ] ! Course code ! ^Course

Name Name Accepted?

[ Phone number ] [ Master course? ]

[ Freshman? ] Description

Birth date

3.1 Explaining a Conceptual Data Model in English

For several reasons, it might be useful to express a Conceptual Data Model in Natural
Language as well: The NL version might be used for explanation to and validation by
the user organization (e.g., to check - and solve - communication problems) and for
documentation purposes in a later stage.

If a Conceptual Data Model consists of concept C1 with properties P1,1, …, P1,n1,
concept C2 with properties P2,1, …, P2,n2, …, until concept Cm with properties Pm,1, …,
Pm,nm, then our ‘explanation’ could run as below. We added the word ‘relevant’ because
not each individual concept might be relevant for the organization or application.

The System Needs to Contain:

• For each relevant C1: P1,1, …, and P1,n1.
• For each relevant C2: P2,1, …, and P2,n2.

⦙
• For each relevant Cm: Pm,1, …, and Pm,nm.

Since a property expression can have a composite form, as just explained, we apply
the following transformations to such a composite property expression, following the
given grammar rules. We use that result instead of the property Pi,j sec.
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where G(α) is α, a α, or an α, according to the following grammar rules:

G(α) = α if α is a verb (phrase) or a mass noun (phrase).
G(α) = a α if α is a count noun (phrase) and its first letter makes a consonant-type

sound.
G(α) = an α if α is a count noun (phrase) and its first letter makes a vowel-type

sound.

Examples of applying those rules in combination (if the underlying concept C does
not represent a human being):

For each property (combination) P1, …, Pk of a concept Ci which is uniquely
identifying within concept Ci, we can add the sentence.

‘The same [combination for] P1, …, and Pk should not occur twice.’

immediately after the complete sentence ‘For each relevantCi:….’ for that concept.
The text ‘combination for’ can be left out if k = 1, so if one property in itself is

uniquely identifying. This constitutes an improved (i.e., more readable) version of [1].

Example 2: A Conceptual Data Model Explained
The CDM in Example 1 has one human being concept (Student) and two
non-human being concepts (Course and Course Enrolment). Applying our
‘explanation rules’ to this CDM would result in:

The system needs to contain:
• For each relevant Student: their Student number, optionally their SSN,

their Name, optionally their Phone number, optionally whether he/she is
a Freshman, and their Birth date.

• The same Student number should not occur twice.
• The same SSN should not occur twice.
• For each relevant Course: its Faculty, its Course code, its Name, optionally

whether it is a Master course, and its Description.
• The same combination for Faculty and Course code should not occur twice.
• For each relevant Course Enrolment: a reference to its Student, a reference

to its Course, and whether it is Accepted.
• The same combination for Student and Course should not occur twice.

Without taking the reading aids such as newlines, bullets, empty lines, and bold
text into account, the Readability Consensus of this sample text is Grade Level 10
(Reader’s age: 14–15 yrs. old), with a standard/average Reading Level, according
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to [2]. The Readability Consensus is based on 7 readability formulas. See [3] and
[4] for more background on Readability.

We refer to [1] for a further translation extension, i.e., with data types. There we
mention the data type per property as well, e.g., by adding texts such as (being a date
and time) or (being a string of exactly n characters) or for instance (being v1, v2, v3,
v4, or v5) for an enumeration type. Other integrity constraints might follow similarly.

We tried this in a practical situation (a CDM with > 40 concepts and > 230 proper-
ties). Some presentation adjustments came forward, e.g., (a) Per concept, start with the
required properties, followed by the optional properties, (b) Present each property on a
new line, (c) Make the word red. These readability adjustments were easily
made.

4 Textual System Sequence Descriptions

System Sequence Descriptions (SSDs) are schematic representations of the interactions
between the primary actor (user), the system (as a black box), and other participants (if
any), including the messages between them. We present a grammar for textual SSDs
(tSSDs) which is an extension of [5].

The grammar is given inBNF (Backus–Naur form). The terminals arewritten inbold.
Non-terminals have the form<X>. The non-terminal<A> stands for ‘atomic instruc-
tion’ (or ‘step’), <P> for ‘participant’ (or ‘actor’), <M> for ‘message’/‘material’,
<T> for ‘task’,<S> for ‘instruction’ (or textual SSD),<C> for ‘condition’,<N> for
‘instruction name’, and <D> for ‘definition’:

System represents the systemunder consideration.User represents the primary actor.
Other actors are application-dependent. The actor often is a human user but it could as
well be another system.

Informally, atomic instruction ‘x → y: m’ means ‘x sends m to y’. Here, m can
be intangible (e.g., a message, information, a request/command, etc.) or tangible (e.g.,
material such as ordered items, delivered goods, etc.). The atomic instruction ‘x ⁝ t’
means ‘x does t’ where x is an actor and t is a task. So, the step indicates the task that
actor x has to do. (In that case, the actor is often System.)

Furthermore, the construct ‘s1; s2’ indicates ‘do s1 first; then do s2’, while ‘s1, s2’
indicates that the order is irrelevant (‘do s1 and s2 in any order’). We use the binding
rule that ‘,’ binds stronger than ‘;’ to avoid ambiguity.
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The expression ‘perform …’ represents an Include or Call, ‘maybe s end’ means
‘do s or do nothing’, and ‘either s1 or s2 end’ means ‘choose between doing s1 and
doing s2’. The final ‘end’ in some of the grammar rules is needed to avoid ambiguity.

The values for non-terminals<P>,<M>,<T>,<C>, and<N> are application-
dependent, or ‘domain specific’ (except System and User for<P>). Those values will
appear during the development of the specific application.

Example 3: A textual System Sequence Description
We give an illustrative example of a textual SSD. It is a variant of Larman’s well-
known real-world use case Process Sale [6]. The primary actor is the cashier.
InvSys stands for the Inventory System. The blue underlined expressions are task
names defined elsewhere and included/called here.

4.1 Turning a Textual SSD into a Structured Use Case

We recall and extend the mapping from textual SSDs to natural language (English in
that case) as given in [7]. Function F below inductively maps textual SSDs to English,
assigning to each textual SSD an expression in English in terms of the direct constituents
of that tSSD, according to the compositionality principle: The meaning of a complex
expression is determined by its structure and the meanings of its constituents [8]. Most
mappings to English are straightforward, i.e., leave the language constructs as they are.
We write out only two such straightforward examples: Rules 5 and 6. Some translation
rules are not straightforward and are all given below. The final ‘end’ in some of the
grammar rules for tSSDs is retained in the translations in order to avoid ambiguity in
the target language.
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The type of parameters used in the translation rules are as follows: Participants x
and y (often User and/or System), message/material z, task t, condition c, instruction
name n, and textual SSDs s, s1, and s2.

Essentially, the mapping boils down to replacing the basic steps by some standard
sentence constructions (1a, 1b, 2), replacing ‘;’ by ‘.’, replacing ‘,’ by ‘and’, and replac-
ing ‘define n as’ by ‘F(n) means:’. The final end in rules 5–7 is needed to avoid
ambiguity. Implementing this algorithm is a typical nice exercise for a CS student.

A translation to, e.g., Dutch or German would lead to different translation rules. For
Rule 6, for instance:

The final einde in Rule 6D and the final ende in Rule 6G are needed to avoid
ambiguity. The translations generate ‘structured use cases’, as illustrated by Example 4.
A large example can be found in [9].

Example 4: The textual SSD translated
Applying our translation rules to the real-world tSSD in Example 3 would result
in:
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According to [2], the Readability Consensus of this sample text is Grade Level
7–8 (Reader’s age: 11–14 yrs. old) with a standard/average Reading Level.

5 Generalization

If you have clear and complete set of construction rules for your artefacts, then you can
(try to) construct translations to the target natural language by following the construction
rules. If you even have a ‘grammar’ for your artefacts, then you can (try to) construct
syntax-directed translations to the target natural language, i.e., a translation rule for each
grammar rule. In this section, we generalize the situation in Sect. 4, where the artefacts
are specified by means of a context-free grammar.

In a context-free grammar, each rewriting rule R has one non-terminal on its left
hand side and an expression ER with zero or more non-terminals on its right hand side.
The non-terminal on the left can also occur on the right.

The general form of such a grammar rule R is as follows (where <N1 >, …, <Nn
>, and <N> indicate non-terminals and n ≥ 0):

<N> ::= ER(<N1>, …, <Nn>)

Some examples from Sect. 4:

(a) <S >:: = if <C> then <S> end
(b) <D>:: = define <N> as <S> end

A translation function F is defined inductively by assigning to an expression ER

according to a grammar rule R an expression TER in the target language, expressed in
terms of the direct constituents of that source expression. For example, translation rule
7 in Sect. 4:
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The general form of such a syntax-driven translation rule for the grammar rule
<N>:: = ER(<N1>, …, <Nn>) is:

where ek is an<Nk> -expression (i.e., an expression derived from the non-terminal
<Nk>). In words: F assigns to the source expression ER(e1, …, en) an expression TER

in the target language in terms of the translation results F(e1), …, F(en). See [8] for more
background.

Often, the target expression TER is the same expression

Translation rules 5 and 6 in Sect. 4 are examples:

As another concrete application of this very general principle, [9] even contains
rules to translate textual SSDs to graphical SSDs (i.e., UML sequence diagrams): Some
people understand and (in)validate diagrams better.

6 Conclusions and Future Work

Natural Language Generation plays an essential role in several areas of software engi-
neering, and requirements engineering in particular should be no exception. As outlined
and illustrated in this paper, if you have a clear and complete set of construction rules for
your conceptual artefacts, then you can try to construct translations to the target natural
language of the customer by following the construction rules. If you even have a context-
free grammar for your artefacts, then you can construct syntax-directed translations to
the target natural language, as we worked out for the general case (Sect. 5). Then, a
generator could even generate the translations.

All those translation results can be used for explanation to and validation by the
user organization (and later for documentation). Therefore, we also paid attention the
readability of the results. Based on the Readability Consensus [3, 4], we can conclude
that the results are easily readable.

As we illustrated, it might also be possible to translate those artefacts to different
target natural languages (English, Dutch, German, etc.), e.g., when the user organization
uses a different native language or when different people in the user organization have
different native languages.

Our aim is to solve challenges that customers and practitioners face when dealing
with requirements that are not expressed inNL. In particular, we treated Conceptual Data
Models (statics-based), where we used construction rules, and textual System Sequence
Descriptions (dynamics-based), where we used syntax-directed translations.
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Our further road map is as follows: Currently, we are developing grammars (!) for
a class of graphical Sequence Diagrams, Activity Diagrams, and fragments of BPMN.
Once we have grammars for those graphical artefacts, we want to apply NL Generation
in a similar way as sketched in this paper. This might help for validation and explanation
of those artefacts towards the customer as well.

Acknowledgment. I want to thank Coen Suurmond for our many discussions.
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Abstract. How to develop the functional specifications of an information system
in a straightforward way, given some problem space?

Both data (the statics) and processes (the dynamics) must be developed, in an
integrated way. The statics and dynamics of a system are closely related: Actually,
they are the two sides of the same coin. We will sketch a concrete and complete
development path for functional requirements, from initial (vague) user wishes
via functional specifications until software specifications.

Importantly, the development steps are mutually aligned. Our aligned devel-
opment pipeline supports traceability which, in turn, supports adaptability. The
development pipeline includes concrete validation and explanation steps.

An intermediate Conceptual Model (CM) has a central role in this develop-
ment. The CM is a functional ‘blue print’ and is implementation-independent.
From the CM we can deduce the software specifications for the target platform in
a straightforward way (‘model-driven’). The original question now concentrates
on the question how to specify the functional requirements for a given problem
space. This actually splits Developing into Specifying and Realizing.

The Conceptual Model of a system should model the statics as well as the
dynamics of the system. The statics can be specified by a ConceptualDataModel
(CDM) and the dynamics by a Conceptual Process Model (CPM). So, in short:
CM = CDM ⊕ CPM. A CDM consists of one data model, while a CPM typically
consists of several (usually many) ‘interaction descriptions’, e.g., in the form of
System Sequence Descriptions (SSDs). Important to note is that the constructions
in our SSD-language have a formal semantics.

Keywords: Information System · Functional Requirements · Statics ·
Dynamics · Data · Processes · Mutual Alignment · Conceptual Model · Complete
Development Path · Traceability · Semantics · Model-Driven

1 Introduction

How to develop the functional requirements (FRs) of an information system, given some
problem space? That is, for problems that might be solved by means of an information
system. Figure 1 illustrates this question. To answer it, we start at a global high level
and then zoom in step by step. We will concentrate on the functional requirements of
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the system. Although quality requirements (a.k.a. ‘non-functional’ requirements) are
important too, they are outside the scope of this paper. This position paper presents the
overall picture of our approach, mainly based on our earlier publications.

It is very useful to specify a Conceptual Model (CM) of the system, which specifies
the functionality of the system (i.e., its functional requirements). The Conceptual Model
is a kind of (implementation-independent) ‘blue print’ of the system and should model
(the relevant part of) the problem space. The CM forms the basis for a realization of the
system: From theCMwe can deduce the software specifications for the target platform in
a straightforward, ‘model-driven’ way, as indicated by the exclamation marks in Fig. 2.
Figure 2 essentially expresses to split Developing into Specifying and Realizing.

In short: Develop => Specify + Realize

The two steps are quite different in nature: The specification step needs much dis-
cussion and feedback (requirements engineering), while the realization step is more
straightforward (software engineering); see Fig. 3. The original question now concen-
trates on the question how to specify the functional requirements for a given problem
space.

In this paper, the green boxes are on conceptual level.

Fig. 1. How to develop the
FRs of an information system,
given some problem space?

Fig. 2. A Conceptual
Model will help
enormously

Fig. 3. Nature of the
steps to develop the FRs

A Conceptual Model of a system should model the statics as well as the dynamics
of the system, and in an integrated way. The statics can be specified by a Conceptual
Data Model and the dynamics by a Conceptual Process Model. A Conceptual Data
Model consists of one data model, while a Conceptual Process Model typically consists
of several (usually many) ‘interaction descriptions’. Such an interaction description is
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often given in the form of a Use Case, an Activity Diagram, or a System Sequence
Description (SSD), to mention a few possibilities. The statics and dynamics of a system
are closely related and must be mutually aligned. They are the two sides of the same
coin, so to say. Figure 4 summarizes the foregoing and Example 1 shows some mutual
alignment issues.

Fig. 4. The ingredients of a Conceptual Model: CM = CDM ⊕ CPM

Example 1: Alignment between static and dynamic aspects 
Let’s consider the following process fragment (a dynamic aspect), with explanation: 

/* Previous actions 
Choose order type /* The data model or current state contains 

  the order types to choose from 
Create order (of that type) /* The data model contains the attributes of an order 

/* Subsequent actions 

This is okay as a first approximation: It says that there are essentially two steps: First choose 
the order type and then create an order of that type. The attribute set might depend on the type. 

The list of order types to choose from (e.g., customer order, supply order, internal pro-
duction order) comes from the data model or current state (if the list of order types is dynamic), 
hence from the static part. A modest example of alignment between statics and dynamics. 

The attributes of an order come from the data model, so also from the static part. But who 
fills in the values for those attributes? The user, you might say/think. That might hold for many 
of the attributes but maybe not for all attributes. E.g., what about the Order ID? To be filled in 
by the user? Or maybe to be generated by the system? But, then, based on what? Moreover, 
there might also be attributes that get default values upon order creation. Which attributes get 
default values? And which default value does each of them get? This all has to be specified as 
well. And these specifications (dynamics) and data model (statics) should also be consistent 
with each other! Another example of mutual alignment.

In one of our applications, a user creating an order does not always fill in the same list of 
order attributes: If the order type is ‘recipe-based production order’, then the user has to fill in 
one ‘multiplication factor’, to be applied to the units in the standard recipe (statics), after which 
several order attributes are filled in by the system itself, not by the user. Alignment again.

All in all, this little, simple example already illustrates the interaction between the statics 
and dynamics, which should be carefully aligned! 

As a generic example of a frequent alignment issue: The creation of an instance of
a concept must specify the value of each property of that concept mentioned the data
model. On the other hand, if the creation of an instance of a concept introduces another
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property of that concept, then that property should be added to the data model. And, of
course, for each concept in the data model, it should be possible to create instances.

Although all this might sound waterfall-like, this approach can be applied in an
incremental way, i.e., specifying and realizing a Conceptual Model ‘piece-by-piece’ [1].

The rest of this paper is organized as follows. Section 2 works out the static part,
while Sect. 3 works out the dynamic part. Section 4 presents an example of a complete
development path for an individual functional requirement. Section 5 gives some further
background and Sect. 6 contains some conclusions.

2 Statics

Figure 5 sketches the possible ingredients for the static part (see [1] and [2]):

• Via elicitation and other means (company visit etc.), you might sketch a domain
model, typically consisting of the relevant concepts, their mutual associations, and
maybe already some of their properties

• But a domain model is far from complete and insufficiently precise. It usually lacks:

– the association details, e.g., the references
– how instances of a concept can be uniquely identified
– per property, its possible values and whether a value is required or optional
– remaining constraints (a.k.a. integrity rules)

• So, more requirements engineering (RE) is needed before you have a Conceptual
Data Model (CDM)

• From a textual CDM, we can generate a graphical CDM and/or a description in a
natural language, useful for validation, explanation, and documentation purposes

Fig. 5. Developing the static part
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• TheCDMisplatform-independent but forms the basis for a realizationof the static part
of the system. The realizationmight be bymeans of parchment scrolls (a few centuries
ago), paper notebooks (a century ago), a relational database, or an OO-system, to
mention a few possibilities

Fig. 6. Graphical Conceptual Data Model for our example

If the target system is an object-oriented system for example, then each concept
is implemented as a class. If the target system is a relational DBMS with SQL, then
each concept is implemented as a table, each reference as a foreign key constraint,
each uniqueness constraint as a primary key constraint or a unique key constraint, and
(non)optionality by means of (NOT) NULL.

Where SQL has language constructs to specify such constraints, imperative pro-
gramming languages usually lack such language constructs. In [2] we show how to take
care of such constraints in a systematic way.

3 Dynamics

Figure 7 sketches the possible ingredients for the dynamic part (see [1] and also [2]):
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• Via elicitation (and other means), user wishes will appear (e.g., Register an Order)
• Augmenting a user wishwith a role and optionally its benefit(s), we get what is known

as a user story, e.g., in the form of the popular Connextra template [3]:

As a <role>, I want to <user wish> [ so that <benefit(s)>]

• A user story is not enough. We also need to know the interaction with the system, i.e.,
which steps? That could be expressed in a Use Case, i.e., a text in natural language
that describes a sequence of actions in one session with the system

• We stylize the use case in the form of a textual System Sequence Description (tSSD).
A tSSD is a kind of stylised Use Case which schematically depicts the tasks of and
interactions between the user, the system (as a black box), and other actors (if any),
including the messages between them

• If desired, from a textual SSD we can generate a graphical SSD and/or a description
in a natural language. This is useful for validation and for explanation purposes

• Applying the well-known general MVC design pattern (Model-View-Controller), we
can turn our black box view of the system into a grey box view, where the system
consists of an Interface and a Kernel, which communicate with each other [2]:

The MVC design pattern is an important basic software design pattern that allows
to separate internal representations of information from the ways information is pre-
sented to, and accepted from, the user [4]. E.g., the kernel could send error codes,
while the interface can convert those error codes into human-understandable text.
That text might even depend on the native language of the user at hand

• Since the grey box result is a textual SSD, we can generate a graphical SSD of the
grey box as well

• A grey box may contain several interactions with the Kernel. Each interaction must
be worked out in detail, leading to a detailed white box. Since a white box is a textual
SSD too, we can generate a graphical SSD of a white box as well

In Summary
User Story ≡ User Wish + role [+ benefit(s)].
Use Case ≡ User Wish + steps (in natural language).
tSSD ≡ schematic Use Case.
gSSD ≡ tSSD in graphical form.
grey box ≡ System as Interface & Kernel.
white box ≡ details of an interaction with the Kernel.

In this way, the specification of the dynamics of the system can grow incrementally,
‘User Wish by User Wish’ (or even ‘Scenario by Scenario’ within a User Wish).
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Fig. 7. Overview of developing a single user wish (as part of the dynamics)

4 Developing a User Wish: An Example

This section presents a complete development path for the user wish Register a student,
say, originating from the Central Student Administration (CSA) of a university. Follow-
ing Fig. 7, the path consists of a User Wish, a User Story, a Use Case, a textual SSD, a
Grey box, and a White box. Note the traceability of the development path. In between,
we generate graphical SSDs from the textual SSD and from the Grey box.

User Wish Register a student

User Story As a CSA-administrator,

I want to Register a student with a given name, address, and maybe phone number

so that that student can follow a study here and we have another (paying) student
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The first benefit is actually a benefit for the student, the second one is the actual
benefit for the university…

The user wish sounds ‘stupidly simple’, but still there are some subtleties (as usual
in practice). Requirements Engineering revealed that upon registration, a new student
must get a system-generated student number and that a student number is a natural
number divisible by 11 (meant for simple checks). Moreover, the system must manage
the (‘consecutive’) student numbers. This is taken into account in the subsequent Use
Case:

Use Case

1. The CSA-administrator (user) asks the system to

Register a student with a given name, address, and maybe phone number

2. The system uses the next free student number as the new student number
3. The system registers that student number, name, address, and (maybe) phone number
4. The system returns the assigned student number to the user
5. The system increases the next free student number by 11

Textual SSD

1. User-> System: RegisterStudent(<name >, < address > [, < phone number >]);
2. System -> System: take the next free student number as the new student number;
3. System -> System: CreateStudent(<student nr>,< name>,< address> [,< phone

nr >]);
4. System -> User: “Assigned student number is” < student nr >;
5. System -> System: increase the next free student number by 11

Graphical SSD

So, as informally described in the Use Case and schematically depicted in the SSDs:
once the system receives the RegisterStudent-request, then

– the system uses the next free student number as the new student number,
– registers that student number, name, address, and (maybe) phone number,
– returns the assigned student number to the user, and
– increases the next free student number by 11.
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Grey Box
In the grey box view, where the system consists of an Interface and a Kernel, the

Interface receives the user-request (maybe submitted as a filled-in form taken from a
menu) and sends the corresponding command to the Kernel. The Kernel executes that
command and sends the assigned student number to the Interface. The Interface sends the
assigned student number provided with a proper text to the user and the Kernel increases
the next free student number by 11. In the MVC design below, the correspondence with
the SSD step numbers is indicated:

 U -> I : RegisterStudent(<name>, <address> [, <phone nr>]); (1) 

 I  -> K : EXECUTE CreateStudent(@n = <name>, @a = <address>, @p = <phone nr>);  (1) 

 K -> K : execute CreateStudent with the next free student number as new student number;  (2,3) 

 K -> I : <student nr>; (4)

 I  -> U : “Assigned student number is ” <student nr>; (4)

 K -> K : increase the next free student number by 11 (5) 

Graphical SSD of the Grey Box

White Box
If the target system is, e.g., a relational DBMS, then the white box can be a so-called

stored procedure, say CreateStudent, with a name, address, and phone number as
input variables and an OUTPUT variable for the student number. The procedure deter-
mines the next free student number (SSD-step 2), adds a tuple to the tableStudentwith
the proper values (an INSERT, corresponding to step 3), and increases the Dispenser
called Next Free Student Number by 11 (an UPDATE, corresponding to step 5).

The procedure must be an ‘all-or-nothing’ transaction, a.k.a. an atomic transaction,
implying that the body of the procedure starts with BEGIN TRANSACTION and ends
with COMMIT TRANSACTION. All in all, this leads to the following stored procedure
(where the correspondence with the SSD-steps are marked yellow):
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CREATE PROCEDURE CreateStudent  @n varchar, @a varchar, @p varchar, 
 @NUSN integer OUTPUT 

AS BEGIN 
BEGIN TRANSACTION

(2) SELECT @NUSN = Current_value FROM Dispenser 
  WHERE Name = ‘Next Free Student Number’ 
(3) INSERT INTO Student(Student_number, Name, Address, Phone) 
  VALUES(@NUSN, @n, @a, @p)
(5) UPDATE Dispenser 
  SET Current_value = Current_value + 11 
  WHERE Name = ‘Next Free Student Number’ 

COMMIT TRANSACTION
 END

Similarly, if the target system is an object oriented system, then the white box can
be implemented as a method CreateStudent.

5 Further Background Ingredients of Our Approach

We worked out most parts of our vision in much more detail in several other papers.
References [1] and [5] present a general grammar for tSSDs, while [6] gives a formal

semantics to the tSSD-constructs. Moreover, [1] contains rules to map tSSDs to natural
language (English in this case) and rules to map them to sequence diagrams. We also
constructed rules to map tSSDs to activity diagrams and rules to map tSSDs to BPMN
diagrams [7]. See Fig. 8. The natural language equivalent and/or diagram equivalent can
be useful for explanation and validation, and in a later stage also for documentation.

Fig. 8. Validation opportunities (with background publications)

A Conceptual Model must be implementation-independent and should subsequently
be implementable on various platforms. For instance, [1] explains in depth how to come
from a conceptual model (data as well as processes) to an implementation in a relational
DBMS using SQL, while [2] explains how to come from a conceptual model to an OO-
implementation. The implementation of the conceptual model could be on another (old,
current, or new) technology instead. As an illustration, [1] sketches:

(a) an implementation with parchment scrolls (‘write once’ storage), quill pens (‘write-
heads’ for scrolls), slates (‘rewritable memory’), slate pencils, and a sponge

(b) an implementation using (paper) notebooks

See also Fig. 9.
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Fig. 9. A Conceptual Model must be implementation-independent

6 In Conclusion

We gave a concrete sketch of a complete development path for the statics (the data) and
the dynamics (the processes) of a system: all the way from initial (vague) user wishes via
functional specifications to software specifications, with mutually aligned development
steps, plus concrete validation and explanation steps. Static and dynamic aspects are
taken into account in an integrated way. They are the two sides of the same coin.

New in this paper is the overall composition (‘picture’) of our approach to develop
functional requirements. It is based on our earlier separate publications. Our approach
‘automatically’ provides a good traceability (as the examples illustrate). It therefore
improves adaptability as well.
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Abstract. The adequate functioning of most current software systems assumes
the capability to adapt with regard to numerous circumstances; we call a (software)
system “context-aware” if it can deliver “behavior” that is relevant to a particular
context situation, as opposed to rigid systems that cannot easily adapt to the chang-
ing environment. Most context-aware (software) systems are sensitive to changes
in the situation of the user while others are sensitive to changes concerning their
own operation. Nevertheless, sensitivity to changes that concern external factors
(such as public values, regulations, and norms) is insufficiently covered by most
current context-aware software systems. This paper touches upon context aware-
ness and external factors, justifying the need for a more thorough consideration of
public values, regulations, and norms in the specification of context-aware soft-
ware systems. Our analytical contribution is not backed by proof-of-principle /
proof-of-concept because we report research in progress and plan to do this in the
future.

Keywords: Context awareness · Public values · Regulations · Norms

1 Introduction

Twenty years ago today the Information and Communication Technology (ICT) marked
a significant progress and for the first time we could count on powerful portable devices
supported not only by global telecommunications and networking but also by rich digital
multimedia and wireless sensors. Hence, it was possible to determine the user situation
while delivering ICT services – an example of this is the AWARENESS platform [1].
It was about health tele-monitoring and the services delivered to the monitored per-
son, would depend on his/her situation: when all is “normal”, vital signs are captured
and archived while in case of established “urgent needs”, transportation to a care cen-
ter would be arranged. We label such kind of servicing drive “maximization of the
user-perceived effectiveness”. After some years, situation sensitivity was “extended”
to also cover changes in the operation of the ICT system itself. For instance, while a
drone is performing a mission in the sky (for example: monitoring), for the benefit of
a user, if system-internal issues would pop up (for example: fuel/battery is low), then
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the service delivery would change: the drone may stop monitoring and head towards
the base station. We label such kind of servicing drive “system-internal optimization”.
The maximization of the user-perceived effectiveness and the system-internal optimiza-
tion were considered as “categories of context-aware systems” in [2] where also a third
“category” was considered, namely the adaptation of service delivery to relevant public
values, such as safety, accountability, traceability, and so on [3]. In this regard, we have
provided useful conceptualizations leaning towards top-down designs guaranteeing that
the social world is governing the systems world, and not vice versa [4, 5].

As “HARD” concerns in such designs we consider the abovementioned drives
towards maximization of the user-perceived effectiveness and system internal optimiza-
tion, in the sense that any (technical) system is to be expected to fulfill some user needs
and to also take care of its own “health”.

On the other hand, as “SOFT” concerns we consider the drives towards keeping the
(ICT) servicing in concert with societal values, norms, and regulations, in the sense that
unlike the hard concerns (that are obviously essential in realizing a technical design),
such societal issues come “in addition” even though they are not to be considered less
important.Hence, in thiswe are broadening the viewof context frompublic values (which
have been considered in previous work [2]) to also cover regulations and norms. Further,
we propose designating the soft concerns as “external factors”. Finally, we argue that
external factors (public values included) are receiving less attention to date, compared
to the abovementioned hard concerns with regard to the development of context-aware
software systems.

Thus, considering external factors is three-fold: (i) Relating service delivery to rel-
evant public values (see above), for example: when realizing monitoring, the service
delivery system is to be privacy-sensitive; (ii) Aligning service delivery to underlying
regulations, for example: an autonomous vehicle is to stick to the traffic regulations;
(iii) Adapting service delivery to imposed norms, for example: if several autonomous
vehicles are traveling in synch, then a rule (norm) may be imposed such that a vehicle
should stop and wait if the other ones are delaying, such that in the end they arrive
together at the destination point.

The contribution of this paper is two-fold: (a) We make a justified appeal to software
designers to take not only hard concerns (effectiveness and optimization) into account,
but also the external factors; (b) We consider the external factors perspective in more
detail to cover not only public values (as in [2]) but also regulations and norms.

Our analytical contribution is not backed by proof-of-principle / proof-of-concept
because we report research in progress and plan to do this in the future.

The remainder of this paper is structured as follows: Background information fea-
turing context awareness, public values, regulations, and norms is provided in Sect. 2.
We present our proposed analysis in Sect. 3. Finally, we conclude the paper in Sect. 4.

2 Background

The visionary views of Mark Weiser have inspired the computer world since the
early 1990s, featuring “ubiquitous” environments where many connected devices work
together for the benefit of the user, adapting their behavior, both to the user and to the
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environment [6]. Nevertheless, it took many years until this was possible to implement
in practice. In our view, this was partially due to the needed but unavailable enabling
technologies such as affordable connectivity, portable devices, and sensing technology
[7–14]. Unfortunately, we still mainly see technology-driven solutions, as opposed to
user-centric solutions (user-centric designs would really “force” the technology system
to adapt to the situation of the user and/or the environment) [4]. We claim that among the
reasons for this is the software rigidity, where typically one standard process and several
possible variants are identified. In such a way, it is often possible to achieve adaptation
to the user’s situation and/or to system-internal changes but if external factors are to
be also considered, then the “standard process + variants” approach would often fail,
in our view. That is because public values, regulations, and norms concern the system
environment which in turn is hard to predict at design time: such external factors are
outside our primary design scope and we certainly have limited knowledge and infor-
mation about them. Such a limitation seems obvious for technology-driven servicing
where the “World” is supposed to adapt to what a platform is offering. In contrast, we
stand for top-down designs that are user-centric, Society-driven, and so on. They would
hence allow developers to carefully look into the USER NEEDS, to adequately consider
SYSTEM NEEDS, and to also address SOCIETAL CONCERNS. That is how develop-
ers would be able to weave bothHARD concerns and SOFT concerns in a robust design.
Said otherwise, in achieving context awareness with regard to external factors, we would
lean towards top-down solutions. Further in the current section, we will briefly consider
public values, regulations, and norms.

With regard to PUBLIC VALUES, such as safety, privacy, accountability, and trust
[3] – they may be put at risk with all abovementioned technical and technological devel-
opments, as studied in [15] As it concerns SAFETY, can we always guarantee that
localization would not put at risk a stakeholder, for example: a border security officer
who may become a target for trespassers / smugglers? As it concerns PRIVACY, can
we guarantee that upon gathering situation-specific data concerning the service user,
privacy-sensitive details would not “leak out”? As it concerns ACCOUNTABILITY,
can we guarantee accountability in cases where multiple stakeholders and technical sys-
tems are contributing to the service delivery, for example when services are delivered by
drones that are often driven by several technical systems (the drone hardware/software,
the ground hardware/software, and so on) and several stakeholders (themission “owner”,
the controlling institutions, and so on)? As it concerns TRUST, can we guarantee ade-
quate cooperation of users and stakeholders, that in turn requires minimal levels of trust
in the system and/or in the relevant institutions? We observe that to date those issues are
not covered exhaustively. This is considered a concern firstly with the growing pervasion
of hardware/software into our lives, secondly with the broad global availability of large
data volumes, and thirdly with the increased complexity of human-machine interaction
[16–18]; we then have a problem when multiple stakeholders interact, using data pro-
vided by multiple sources [19], with no powerful mechanisms to “control” the data and
its usage. Most technical systems have been designed with an essential focus on ser-
vice effectiveness and with insufficient attention on public values, as mentioned above.
From other perspectives, however, “controlling” data and its usage may be dangerous
by itself. And in the end, there may be tensions among different public values, requiring
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harmonization and synchronization. This implies that the way current ICT systems are
implemented should be improved, by accommodating VALUE-SENSITIVE DESIGN
[3, 20].

With regard toREGULATIONS, they are about the legal obligations an organization
faces as part of its operation; hence, regulations are a legal form of governance that
is predicated on legislation and oversight, typically from a governmental or adjacent
regulatory body [21]. It is to be noted that regulationsmay concern the service delivering
system (for example: an autonomous vehicle that is to stick to traffic regulations), the
user (for example: a person who is in the vehicle and who has the obligation to carry a
valid IT document), and so on. Hence, even though regulations are an external factor,
they still may concern the user and/or the system, and this “duality” is important.

With regard to NORMS, they govern the entities’ behavior, representing the rules
and patterns of behavior, either formal or informal, explicit or implicit, existing within
a society, an enterprise, or even a small group of people working together to achieve
a common goal [22]. Norms are determined by Society or collective groups and serve
as a standard for the members to coordinate their actions. An individual member uses
the knowledge of norms to guide his or her actions. If the norms can be identified, the
behaviors of the individuals, hence their collective behaviors, are mostly predictable.
From this perspective, to specify an organization can be done by specifying the norms
[23] and this holds also for enterprises. Taking the perspective of Organizational Semi-
otics, in business processes and software operations, most rules fall into the category
of behavioral norms prescribing what people must, may, and must not do, which are
equivalent to three deontic operators: “is obliged”, “is permitted”, “is prohibited” [24].

It is essential to recognize that norms are not as rigid as logical conditions. If a person
does not drink water for a certain duration of time (s)he cannot survive. But an individual
who breaks the working pattern of a group does not have to be punished in any way. For
those actions that are permitted, whether the agent will take an action or not is seldom
deterministic. This elasticity characterizes business processes, therefore is of particular
value to understand the corresponding enterprise(s).

3 Analysis

As a starting point in our analysis, we emphasize on the three key Context Awareness
(CA) viewpoints (perspectives), discussed already: (i) maximizing the user-perceived
effectiveness; (ii) optimizing internal processes; (iii) sticking to external factors.

This is partially in tune with [2], with the key difference that the third viewpoint
(perspective) covers not only public values but also regulations and norms (rules), as
discussed already. In this nevertheless we do not claim exhaustiveness – we just argue
that public values, regulations, and norms are three essential things to be considered as
external factors with regard to context-aware (software systems).

All abovementioned is illustrated in Fig. 1 and as the underlined text above suggests,
our particular focus is on external factors. Hence,we consider the following as important,
with regard to our analysis:

• Sometimes external factors may concern issues that belong to another viewpoint
(perspective) – imagine that service delivery is to be adapted to regulations but those
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Fig. 1. Context awareness viewpoints

regulations concern the user or imagine that some norms that are to be considered that
in turn concern system-internal processes. Then it would not be straightforward estab-
lishing whether service delivery adaptation is user-driven/system-driven or driven by
external factors.

• There may be tensions among different external factors – imagine that some service-
deliverynorms assumedisclosinguser data but this goes againstprivacy standards.We
argue that to resolve such issues, it would be necessary applying some prioritization
hierarchies. This would be nevertheless challenging because of the very characteris-
tic of norms being highly heterogeneous. Hence, constructing useful hierarchies of
norms would not be straightforward and would require additional analyses. Anyway,
adequate norm hierarchies would allow for usefully enforcing prioritizations that in
turn would help resolve tensions.

• It is possible that one external factor is “mixed up” with another one – in the above
example, user data may be not only about norms/regulations but also about public
values. Hence, prioritization is needed here as well.

• Weargue thatQuality-of-Service considerations are not straightforward because qual-
ity from a user perspective is one thing, quality from a system optimization perspec-
tive is another thing and quality from the perspective of fulfilling external factors is
yet another thing; in our view, current value-driven Society would often put exter-
nal factors above all (because sticking to public values and observing the Law is a
“must”) but sometimes serving the user may be life-critical – hence, balancing in
such situations should be a matter of “trade-offs”.

• Since servicing the user is related to requirements and system optimizations concern
the operation of a technical artefact, those are more location-invariant; in contrast,
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external factors may differ from country to country, depending on the relevant public
values and laws.

4 Conclusions

This paper has analyzed the importance of context-aware (software) systems, in gen-
eral, and in particular: the adaptation perspective that concerns relevant public values,
regulations and norms.

This is considered a step forward with regard to previous work [2] and the claimed
analytical contribution drive is two-fold: (i) We have made a justified appeal to software
designers to take not only hard concerns (effectiveness and optimization) into account,
but also the external factors, namely: public values, regulations, and norms, and we have
analyzed accordingly each of these contextual elements; (ii) With regard to the external
factors themselves, we have not only focused on public values (as in previous work)
but we have “coined” the broader label “external factors” to cover also regulations and
norms.

Finally, the limitations of our work are two-fold: (a) We have not justified exhaus-
tiveness with regard to the external factors with covering public values, regulations, and
norms; (b) We have not provided validation with regard to our analytical claims, leaving
this for future work.
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Verbraeck, Marten van Sinderen, and Coen Suurmond, for inspiring discussions touching upon
context awareness, which discussions have helped me in my progress in the area.
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Abstract. Traditionally, business models and software designs used to
model the usage of artificial intelligence (AI) at a very specific point in
the process or rather fix implemented application. Since applications can
be based on AI, such as networked artificial neural networks (ANN) on
top of which applications are installed, these on-top applications can be
instructed directly from their underlying ANN compartments [1]. How-
ever, with the integration of several AI-based systems, their coordination
is a highly relevant target factor for the operation and improvement of
networked processes, such as they can be found in cross-organizational
production contexts spanning multiple distributed locations. This work
aims to extend prior research on managing artificial knowledge transfers
among interlinked AIs as coordination instrument by examining effects
of different activation types (respective activation rates and cycles) on by
ANN-instructed production machines. In a design-science-oriented way,
this paper conceptualizes rhythmic state descriptions for dynamic sys-
tems and associated 14 experiment designs. Two experiments have been
realized, analyzed and evaluated thereafter in regard with their activi-
ties and processes induced. Findings show that the simulator [2] used and
experiments designed and realized, here, (I) enable research on ANN acti-
vation types, (II) illustrate ANN-based production networks disrupted
by activation types and clarify the need for harmonizing them. Further,
(III) management interventions are derived for harmonizing interlinked
ANNs. This study establishes the importance of site-specific coordina-
tion mechanisms and novel forms of management interventions as drivers
of efficient artificial knowledge transfer.

Keywords: AI-based Software Specification · Artificial Neural
Networks · Experiments · Simulation
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Traditionally, business models and software designs are implemented as more or
less static tools being programmed with software and hardware routines, which
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are used to realize value-adding production steps [3]. Principally, if artificial intel-
ligence (AI) has been used to enhance the tool’s capabilities, the AI usage has
been modeled at a very specific point in the process implemented or customized
beforehand [1]. In contrast to this, AI systems can be combined and represent a
foundation for applications, such as networked artificial neural networks (ANN)
on top of which applications are installed. So, these on-top applications can be
instructed directly by their underlying ANN compartments. Here, the AI induces
application-specific process behaviors and static software and hardware routines
are made more flexible: if the AI base works efficiently, it automatically reorga-
nizes resource allocation and improves ongoing processes [1]. However, common
AI usage has not yet been standardized in application systems. Hence, knowledge
flows among AI-based systems are rather inefficient [4].

These missing standards are particularly problematic if AI is introduced
to networks of applications, such as in organization-wide networks of produc-
tion machines (cyber-physical systems, short: CPS) or cross-organization-wide
interacting networks of cyber-physical production systems (short: CPPS) [5].
The controlling of multi-site production facilities via Artificial Neural Networks
(ANN) - each machine and site can be represented as individual cognitive pro-
duction network [1] - is challenging because of different characteristics: Acti-
vation patterns might vary at machine-, site- and vendor-specific levels for
instance as well as follow organization-specific routines and processes. So, AI-
based knowledge flows in overarching, interwoven cognitive production networks
might become destructive [6] and inefficient [7] in the entire network’s context.
As this research shows, reasons can be found at different activation rates and
activation cycles. In a worse case, correctly working outcomes of the activated
ANNs either are overwritten or lost in disharmonious ANN structures. If it
was possible to bring isolated, machine-specific or site-specific ANN networks in
harmony, one can expect joint multi-site ANN-based systems to have (a) more
efficient knowledge transfers as individual machines and facilities can adapt to
the specific knowledge conversion, (b) destructive activations of sub-systems can
be reduced, so that for instance waste, energy and time consumption can be
reduced in cross-organization production chains, and (c) ANN-based networks
become controllable in a way that management interventions can be applied to
improve artificial knowledge transfers in advance.

While Grum designs a prototype of Open Source simulation systems for
ANN-based CPPS that implements the multi-site ANN simulation system con-
struction [2], this article contributes with experiments about multi-site ANN-
based application systems and applies the prototype of Open Source simulation
systems for ANN-based CPPS [2] for realizing them. It so clarifies inefficient and
destructive ANN-based knowledge flows and demonstrates the prototype worked
out. Further, the experiments clarify the leverage points for a mechanism of
action: the improvement of these kinds of knowledge transfers by management
intervention. It is so considered a separate contribution. Thus, the following
research will address the improvement of ANN knowledge transfers and focuses
on the following research question: “How can different activation types of rate
and cycle combinations in multi-site ANN be researched and improved?”
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The research does not intend to provide a sophisticated empirical proof of
improved and coordinated ANN knowledge transfers because of managed multi-
site ANNs. It rather intends to clarify the basis of such an instrument in pro-
duction contexts. This article further contributes with a new versatile kind of
state descriptions (in the sense of system analysis) as an auxiliary instrument
for structuring management interventions presented.

The research approach is intended to be design-oriented in accordance with
the Design-Science-Research Methodology (DSRM) [8]. Thus, building on (1) the
background of multi-site ANN simulation system construction being presented
by Grum [2] as well as (2) the concrete requirements for the global, neuronally
instructed production network having multiple production facilities and (3) the
artifact of Open Source simulation systems for ANN-based Cyber-Physical Pro-
duction Systems (CPPS) designed, the remainder presents the artifact demon-
stration in form of experiments. The article is thus structured as follows: The
experiments will be designed in section two. These issue how to examine the
effects of ANN activation rates and cycles on AI-based production routines and
clarify how to intervene by management. In section three, it will be evaluated
inhowfar the artifact design is suitable to enhance multi-site ANN-based CPPS.
Finally, the findings are concluded.

2 Experiment Design

For researching multi-site ANN activation rate and activation cycle combina-
tions (here referred to as activation type), the design-science-oriented research
proceeding by [2] has been carried out: the here-provided Open Source simulation
system for ANN-based CPPS has been used to realize the following experiment
task:

– General experiment task: An AI-based production chain with at least two
neuronally instructed production facilities is to be operated, whereby the acti-
vation types of the production facilities are varied with regard to the activation
cycle and the activation rates and the ANN-based knowledge bases used are
retained and confronted with different experiment variants in such a way that
any faults that may occur due to different activation rates and cycles in pro-
duction operations can be investigated.

As experiments differentiate the production facility’s activation cycles in the
two variants “coupled” (also referred to as “synchronous”) and “uncoupled”
(also called “unsynchronized”) as well as their activation rates in the two vari-
ants “equal” and “different”, in principle, a 2× 2 matrix with four experiment
variants is constructed. Each variant or task serves to test one of the four initial
hypotheses:

– Hypothesis 1: The synchronization of activation cycles with the same activa-
tion rates of distributed production sites promotes the trouble-free operation
of production chains.
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– Hypothesis 2: Decoupled activation cycles with equal activation rates of dis-
tributed production sites lead to disruptions in production chains.

– Hypothesis 3: Different activation rates in synchronized cycles of neural sys-
tems of distributed production sites lead to disruptions in production chains.

– Hypothesis 4: Different activation rates in asynchronized cycles - in the oppo-
site sense of a standard of distributed production sites - prevent the operation
of neuronally instructed production chains.

However, the four initial hypotheses are differentiated in 14 greater levels of
detail, because they show the realistic and possible permutations of activation
rates and cycles. These arise if a) activations are carried out early or late, b)
activation rates are at regular intervals or multiples of each other, c) activation
rates are at irregular intervals of each other or d) activation rates are completely
variable in relation to each other. The corresponding mapping of initial hypothe-
ses and more versatile cycle and rate operations can be seen in the comparison
of the rows ‘hypothesis’, ‘cycles’ and ‘rates’ in Fig. 1.

The concrete operationalization of the activation rates and cycles at the
two production facilities CPS1 and CPS2 with which the 14 Experiemnts have
been started, can be seen at the row ’parameters’ in Fig. 1. The by the ANN
induced production behavior of the two production facilities and their machines
is visualized below at the row ‘visualization’. Using a global simulation system
clock, in this row, the individual production facility’s activities becomes apparent
(visualized in black and blue arrows in Fig. 1). Thus, a system analysis allows for
the identification of stable or unstable production states being in a production
equilibrium or not.

The system analysis has shown that IDs 1–6 and 9–12 result in a peri-
odic dynamic system state and IDs 7–8 and 13–14 result in a chaotic dynamic
system state (see ’system state’ in Fig. 1). It should be noted that the system
state identified here (periodic or chaotic) says nothing about the disruptions or
inefficiencies that arise in the production chain simulated here. This occurs due
to ANN activation and is measured in the operational production space. How-
ever, since the analyses of neuronally induced behavior (presented in detail in
the demonstration section) showed that the two system states of dynamic sys-
tems (periodic and chaotic) do not allow sufficient differentiation for neuronal
activation rates and cycles in the sense of common system analysis, the 14 pre-
viously mentioned, more detailed, novel state descriptions were derived in the
sense of a musical rhythm analysis. These are displayed at the row ’system state’
in Fig. 1. Using these novel rhythmic state descriptions of dynamic sys-
tems, the experimental tasks can now be clearly divided into distinguishable
categories based on the type of activation cycle-activation rate combination.
Further, using these, the present multi-site activation type can be described
unambiguously, which simplifies communication about stacking ANN systems
and addressing their interactions. Going beyond, these are particularly helpful
if category-specific disruption patterns are identified for these. So, these can be
used to derive corrective management interventions, which will be described in
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Fig. 1. The DoE on activation rates and activation cycles of multi-site ANN

detail at the corresponding evaluation section. In particular, the following IDs
are relevant for an initial investigation, as explained below:
-ID1: The activation of CPS1 and CPS2 is realized as it was originally planned
and intended when the neural production chain was built, trained and installed.
It is thus considered as the reference scenario.

-ID14: Probably the most realistic task setting because organizations proba-
bly do not synchronize production processes - CPS1 and CPS2 are activated as
required by the subjective circumstances of a production site or as desired by
production managers. This means, for example, the arbitrary activation of any
CPS without having a view of efficient global production chains.

These IDs will be examined in more detail as part of the examination pre-
sented here, whereby further IDs are to be systematically investigated thereafter
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in on-building research. So, management interventions can be identified for rele-
vant IDs and collected systematically. These management interventions are con-
ceptualized to eliminate disruptions in global, neuronally instructed production
chains. Furthermore, the management interventions identified in this research
are to be tested immediately to be applied for, so that a catalog of interventions
for the trouble-free operation of neuronally instructed global production chains
for application-oriented research and practice is created.

3 Demonstration

In accordance with design-oriented research [8], the application of designed arti-
facts demonstrates their use, so that one is able to evaluate if the original research
problem can be overcome. In this research context, the experiments designed in
Sect. 2 are carried out. Each can be considered as artificial knowledge transfer
scenario. Since all these research artifacts are brought together by one new type
of device simulating global production chains being instructed by ANNs, the
experiments draw attention to the interplay of different types of ANN activation
rates and cycles in multi-site CPPS.

3.1 Experiment 1 - ID1

During the execution of the simulated production scenario with the ID1, the
behavior described below was observed (behavior description). The activity anal-
ysis of the associated neuronal structures provides possible behavioral analyses
and explanations:

1st cycle: The machine called M1, that is associated with CPS1, recognizes
the 1st fruit delivery of good quality and the short conveyor belt transports this
fruit delivery to its right side. Meanwhile, the machine M2, which is associated
with CPS2, recognizes a “no fruit” picture (cf. “no-fruit pic” in Figs. 5–7 in [2]),
as the position detected by a camera does not show a fruit delivery or is empty.
M2 therefore remains idle or M2 is paused.

2nd cycle: M1 must pause because the fruit delivery has not yet been taken
over by CPS2 or its conveyor belt system and is still on the short conveyor belt
system of CPS1. As the position for image analysis is unoccupied, M1 recognizes
the image “no fruit” at the time of activation. At the same time, M2 recognizes
the image “no fruit”, as its position for image analysis is still not occupied and
transports the fruit from the left side to the image analysis at M2 using the long
conveyor belt system.

3rd cycle: M1 recognizes the second fruit of good quality, which has now
been fed in by the letter carrier. The short conveyor belt thus transports the
fruit delivery from the image analysis position to the right-hand side of the
short conveyor belt system (transfer position to the long conveyor belt system).
Meanwhile, M2 identifies the good quality fruit and the long conveyor belt trans-
ports the fruit delivery to the right to the transfer position to the connected Lego
model system or the fischertechnik model system.
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The performance analysis showed that the following key performance indica-
tors (KPIs) could be collected in the simulated production scenario and in the
experimental task with ID1:

- Fruit deliveries sent by the automated letter carrier at CPS1: 2
- Successful productions detected at CPS2: 1
- Production defects detected in the product: 0
- Completion of production compared to planning: on time

To achieve this performance, the individual system analysis of the experimental
task with ID1 shows the following neuron-induced activities:

- 3 fruit analyses performed, of which
- fruit analyses performed for M1: 2
- Fruit analyses performed for M2: 1

- 3 “no-fruit” analyses performed, of which
- “No-fruit” analyses performed at M1: 1
- “No-fruit” analyses performed for M2: 2

- 2 pause instructions carried out, of which
- pause instructions carried out for the short conveyor system: 1
- pause instructions carried out on the long conveyor system: 1

- 4 transportation instructions carried out, of which
- transport instructions carried out on the short conveyor system: 2
- Transport instructions carried out on the long conveyor system: 2

3.2 Experiment 2 - ID14

When running the simulated production scenario with the ID14, the observed
behavior could be analyzed and explained as described below (behavior analysis
and explanation approaches):

1st cycle: M1 recognizes the 1st fruit delivery of good quality and the short
conveyor belt starts transporting the fruit delivery to its right side. Meanwhile,
M2 recognizes a “no fruit” image for three iterations (cf. “no-fruit pic” in Fig.
5–7 in [2]), as the position detected with a camera does not show a fruit delivery
or is empty. M2 therefore remains idle for three iterations or M2 pauses.

2nd cycle: M1 recognizes “no fruit” image, as the fruit delivery is still on
its way to the right side of the short conveyor belt system (transfer position
to CPS2) and the image analysis position at M1 is empty. A pause is there-
fore instructed. The underlying ANN has not learned to continue the transport
for intermediate iterations. This means, for example, that the workpiece is lost
between the sensory perceptions of the CPS1. As the idle command overwrites
the ongoing transport process of CPS1, the workpiece has to be sorted out man-
ually (unnecessarily). Meanwhile, M2 recognizes the image “no fruit” in three
iterations and instructs idle or pause of the long conveyor belt system, as the
transport of the workpiece to the right side of CPS1 has not yet been completed.

3rd cycle: M1 recognizes the second fruit of good quality, which has now been
fed in by the letter carrier. CPS1 therefore starts transporting the fruit delivery
using the short conveyor belt from the image analysis position at M1 to the
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right-hand side of the short conveyor belt system (transfer position to the long
conveyor belt system). Meanwhile, M2 identifies the “no fruit” image and starts
the pause of the long conveyor belt system.

The performance analysis showed that the following key performance indica-
tors (KPIs) could be collected in the simulated production scenario and in the
experimental task with ID14:

- Fruit deliveries sent by the automated letter carrier at CPS1: 2
- Successful productions detected at CPS2: 0
- Production defects detected in the product: 1
- Completion of production compared to plan: no completion, late

To achieve this performance, the individual system analysis of the experimental
task with ID14 shows the following neuron-induced activities:

- 2 fruit analyses performed, of which
- fruit analyses performed for M1: 2
- Fruit analyses performed for M2: 0

- 9 “no-fruit” analyses performed, of which
- “No-fruit” analyses performed for M1: 2
- “No-fruit” analyses performed for M2: 7

- 9 pause instructions carried out, of which
- pause instructions carried out for the short conveyor system: 2
- pause instructions carried out on the long conveyor system: 7

- 2 transport instructions carried out, of which
- transport instructions carried out on the short conveyor system: 2
- Transport instructions carried out on the long conveyor system: 0

4 Evaluation

In order to satisfy design-science-oriented research approaches [8], it has been
evaluated inhowfar knowledge transfers have been improved in the knowledge
transfers scenarios demonstrated.

4.1 Experiment 1 - ID1

Since the production behavior shown here produces no waste and has no ineffi-
ciencies - all activities are required to successfully complete the production pro-
cess - the efficiency analysis of the entire simulated production chain results
in the following:

- 0 inefficient image analyses performed
- 0 inefficient breaks performed

As an interpretation of the neuron-instructed production behavior, the per-
formance achieved and the individual system activities, the following can be
concluded: There are no disruptions in the simulated production chain, as every
neuronal output of CPS1 can be used efficiently by CPS2. There are no irrelevant
pauses and image analyses.
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As production in the scenario of the experimental task with ID1 runs effi-
ciently and smoothly, corrective intervention by management is not necessary.
There is therefore no need to derive management interventions, as the sce-
nario is classified as “on the beat” (see system status in Fig. 1). Optionally, the
management could act proactively and (1) install a global scheduling mecha-
nism that flexibly waits for the completion of each element of the production
chain (the state of ID1 is thus guaranteed), or (2) the management could guar-
antee the ability of all ANNs to deal with the different variants of activation
rate-activation cycle combinations of ID 1–14. In addition, (3) the outputs can
be cached and a system-specific data provisioning mechanism can be installed
that stores activation inputs and activation outputs in a time-dependent man-
ner (thus guaranteeing that no values are accidentally overwritten) and injects
corresponding time-relevant activations into the respective ANNs. The mecha-
nism therefore provides the data provision logic as well as the rate and coupling
management including a necessary time reset of recurrent ANNs.

In the hypothesis conclusion, it can be stated that the initial hypothesis
H1 (“The synchronization of activation cycles with the same activation rates of
distributed production sites promotes the trouble-free operation of production
chains.”) can thus be confirmed on the basis of the analyses carried out here.

4.2 Experiment 2 - ID14

Since the production behavior shown here produces a reject and not a successful
production product as well as various inefficiencies - not all activities are required
to successfully carry out the production process - the efficiency analysis of the
entire simulated production chain results in the following:

- 5 inefficient image analyses performed
- 7 inefficient pauses performed

The interpretation of the neuron-instructed production behavior, the perfor-
mance achieved and the individual system activities can be concluded as follows:
Disruptions occur in the simulated production chain because neural processing
in the neural fabric is unable to handle (1) interval activations, (2) multiple
activations, and (3) postponed (delayed/early) activations. Neural outputs from
CPS1 cannot be used because CPS1 self-destructs correctly initiated production
activities due to unknown training tasks (tasks different from ID1). Even if a
usable output from CPS1 is transferred to CPS2, it cannot be used here because
CPS2 itself destroys correctly initiated production activities due to the unknown
training task (compared to ID1). Irregularities in terms of (a) activation cycles,
(b) activation rates in (c) all types of systems thus show the most complex anal-
yses, the most non-transparent behavior and the most possibilities for errors as
well as the most possibilities for inefficiencies.

Since production in the scenario of the experimental task with ID14 is inef-
ficient and not running smoothly, corrective intervention by management is
necessary. A derivation of management interventions could be realized as
follows: Since the scenario is classified as “shifted no beat” (cf. system state
in Fig. 1), management could first bring the neuronal production chain to the



Managing Multi-site Artificial Neural Networks 267

shifted interval-beat, so that the state “on the shifted interval-beat” of the rhyth-
mic state descriptions of dynamic systems is achieved. The management inter-
ventions of ID9 can then be applied. Namely, this refers to the following:

- Management could first bring the neural production chain to the interval-
beat so that the state “on the interval-beat” of the rhythmic state descriptions of
dynamic systems is achieved. The management interventions of ID3 could then
be applied.

- Having achieved ID 3, management should eliminate irrelevant interval
activations so that the state “on the beat” of the rhythmic state descriptions of
dynamic systems is achieved.
Alternatively, additional sensors can be installed and the ANNs of CPS1 and
CPS2 can be retrained to efficiently handle (1) interval and multiple activations,
(2) irregular activation rates, (3) regularly delayed and premature activation
shifts, and (4) irregular delays and premature activations. Alternatively, the
output values can also be temporarily stored and a system-specific data provision
mechanism can be installed that stores activation inputs and activation outputs
on a time-dependent basis (and thus guarantees that no values are accidentally
overwritten) and injects the corresponding time-relevant activations into the
respective ANNs. The mechanism therefore provides the data provision logic as
well as the rate and coupling management including a necessary time reset of
recurrent ANNs.

As a hypothesis conclusion, it can be stated that the initial hypothesis
H4 (“Different activation rates in asynchronized cycles - in the opposite sense of
a standard of distributed production sites - prevent the operation of neuronally
instructed production chains.”) can also be confirmed in the experimental task
with the ID14 based on the analyses carried out here.

5 Conclusion

In accordance with the DSRM [8], design-science oriented research demands
for being communicated. Thus, the following concludes the paper by outlining
insights achieved and justifying its contribution to the state-of-the-art.

Summary. This paper has used the artifact design of [2] and presented
demonstration for cross-organization-wide, interacting ANN-based production
system following different activation rates and activation cycles. These metaphor-
ically are equivalent to multiple interwoven artificial brains being more or less in
synchronization. It so extends the state-of-the-art of production system building
and provides a new example for AI-based CPPS. The demonstration has clari-
fied the usefulness of the prototype in the marmalade glass production scenario
in multiple experiment settings examining different types of activation rate and
cycle combinations. It so contributes with further examples of destructive and
inefficient artificial knowledge transfers and novel coordination mechanisms for
ANN-based decision support systems or rather distributed cognitive production
networks. Further, the demonstration has confirmed that requirements of multi-
site CPPS that are based on ANN instructions (or rather global, neuronally



268 M. Grum

instructed production chains having multiple production facilities), that were
specified in advance [2], have been satisfied, which is demanded by the design-
oriented artifact creation [8].

Critical Appraisal and Contributions. The research question (“How
can different activation types of rate and cycle combinations in multi-site ANN
be researched and improved?”) can be answered with regard to the design of
ANN-based production chains: The simulation system prototype constructed [2]
enables the simulation of global AI-based production networks containing mul-
tiple production facilities being instructed by ANN. Embedding this new sim-
ulated production chain infrastructure implemented in the experiment design
worked out, the research of ANN activation rates and cycles is enabled. Facing
experiments and analyses realized, new kinds of management interventions are
derived with which inefficiencies and failures can be reduced because of harmo-
nized ANN activation types. Thus, the knowledge base of Enterprise Architecture
Management is extended. However, AI organization and collaboration standards
are extended, because the harmonization of ANN activation types opportunities
can be controlled and used for improving multi-site ANN with the aid of rhythmic
state descriptions for dynamic systems easily.

Limitations and Outlook. The results and insights presented here need
to be limited in regard with the validation level. The technical functionality has
been proven by a demonstrator, and the effects of different activation rates and
cycles have been clarified by selected simulation scenarios. Validated knowledge
transfer models have been applied for this. Future research will therefore exam-
ine the empirical examination of ANN-instructions and respective management
interventions identified and stress the artifacts created by real-world conditions.
This will be realized the aid of experiments offering the artifacts presented at
this contribution.
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Abstract. This article proposes a software architecture for object detection in
video materials, integrating advanced object recognition through the utilization
of artificial intelligence (AI) and the capabilities of an object detection algorithm
employing color characteristics. The proposed algorithm significantly enhances
the accuracy and efficiency of detection, enabling better adaptation to varying
lighting conditions and a diversity of objects. The article highlights how the inte-
gration of artificial intelligence and machine learning can enrich the analysis of
video data, offering new possibilities for application in various domains.

Keywords: Software architecture · object-oriented programming · artificial
intelligence

1 Introduction

In today’s rapidly evolving technological landscape, the realms of video processing and
analysis are assuming ever greater importance across a multitude of sectors. Responding
to this growing demand, a plethora of software products have emerged, offering diverse
capabilities for analyzing various types of video data [1–3]. Of particular significance
in the contemporary context is the analysis of video content within the realm of security
and safety. Advanced software solutions now boast an extensive repertoire of algorithms
and functionalities that significantly streamline the video analysis process [4–6]. These
algorithms facilitate tasks such as object detection, facial recognition, motion analysis,
and more. They empower users to extract valuable insights from video content, serving
a wide range of purposes, including incident prevention, criminal investigation, business
process optimization, and improved user experience. Consequently, the advancement of
modern software solutions for video content analysis not only streamlines and enhances
the work of video data processors but also holds considerable potential to redefine our
interactions with video materials and leverage the information they contain.
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Amidst the array of video analysis methodologies, including object recognition [7],
image focusing [8, 9], motion detection, and facial recognition [10, 11], there exists
the opportunity for object detection based on their color characteristics. While object
and facial recognition represent crucial components of video analysis, circumstances
may arise where these tasks pose significant challenges or are rendered unattainable due
to factors such as poor lighting, image blurring, limited viewing angles, and privacy
regulations prohibiting the storage and/or use of training data for algorithms without
explicit consent from relevant parties. In such scenarios, leveraging color attributes for
object and facial detection emerges as a viable strategy, presenting considerable potential
for effectiveness, particularly in the absence of alternative information about the target
entities.

In paper [12], we proposed an algorithm for object detection in video materials using
color characteristics. The proposed algorithm demonstrates significant potential across
various applications, from security to automation. In this context, the present article
introduces the next step in our research - the integration of artificial intelligence for
object recognition, as a strategy for significantly enhancing the accuracy and efficiency
of our object detection systems.

This article will delve into the technical aspects of integrating artificial intelligence
into existing software for object detection based on color characteristics. This leads to
a significant improvement in the accuracy and efficiency of the object detection system
and represents a strategy for increasing the system’s capacity to recognize and identify
objects in video materials.

In addition to the technical implementation, potential applications of this integration
in various domains will also be explored, along with its impact on future developments
in the field of video analysis and image processing.

The remaining part of this article is organized as follows: Sect. 2 focuses on the
functionalities and usage of the YOLO [13] models for object detection and recognition
in video surveillance. Section 3 describes the process of integrating object recognition
technologies within the .NET environment, with a focus on the use of pre-trained YOLO
models and the optimization of this process through the use of ONNX Runtime and
Microsoft.ML. The aim is to present a detailed architecture of a module that can be
integrated into an already created application within the .NET environment, while also
being designed with the flexibility to be used for the integration of YOLO into other
applications utilizing this platform. This is achieved thanks to the structure of themodule,
which is developed to be universal and easily reusable. In Sect. 4, a real-life example
of the result from the operation of the YOLO integration module is provided, which
is successfully applied with a color filter described in [9], allowing for the isolation of
objects within a specific color range set by the user. This demonstrates our proposed
innovative approach that enables the detection of objects by external characteristics
and the filtering of them by color features. Finally, we conclude our study in Sect. 5
by drawing conclusions, making recommendations, and outlining plans for our future
research.
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2 Principles and Application of YOLO

YOLO (You Only Look Once) represents an object detection algorithm that made its
debut in the scientific paper authored by Joseph Redmon, Santosh Divvala, Ross Gir-
shick, and Ali Farhadi titled “You Only Look Once: Unified, Real-Time Object Detec-
tion” [13] in 2015. Ever since its inception, this algorithm has been a game-changer in
real-time object detection, surpassing its predecessor - the Region-based Convolutional
Neural Network (R-CNN). When we, as humans, analyze objects within an image, we
typically glance at the image just once and immediately comprehend the objects depicted
and their respective locations. This innate ability enables us to effortlessly undertake rela-
tively complex tasks like driving, searching, and identifying objects in our surroundings.
YOLO accomplishes this task similarly, employing a single convolutional network that
predicts multiple bounding boxes and the associated probabilities of classes for these
boxes. YOLO is trained using entire images and directly optimizes detection perfor-
mance, a departure from other object detection methods that utilize classifiers to detect
objects by evaluating them at various locations and scales within the image [13, 14].

Since YOLO treats detection as a regression problem, there is no need for a complex
system of components. A neural network is simply launched on the image. This gives
YOLO a significant advantage, making it fast and efficient for real-time object recogni-
tion [13]. YOLO adopts a global approach to image reasoning when making predictions.
Unlike sliding window techniques and region-based predictions, YOLO sees the entire
image during both training and testing, thus implicitly encoding contextual information
about classes and their appearances. This significantly reduces the likelihood of errors,
making YOLO highly accurate in its predictions [13].

Over time, YOLO has undergone continuous improvement and optimization. As of
the present day, the latest iteration is YOLO8. This version employs a single forward
pass of CNN (convolutional neural network), which partitions the image into regions and
concurrently predicts bounding boxes and probabilities for each region. Such refinement
enhances both the precision and expediency of detection while concurrently diminishing
the requisite computational resources. YOLO8 concentrates on refining network archi-
tecture, streamlining for swiftness and accuracy, as well as enhancing the capability to
discern small and intricate objects. Generally, YOLO8 integrates cutting-edge machine
learning and artificial intelligence techniques to elevate its performance compared to
antecedent versions [15, 16].

In the recent versions of YOLO, it has become an anchor-free model, meaning
that the model directly predicts the center of the object instead of offsetting from a
given anchor box. Anchor boxes were problematic in earlier YOLO models, as they
may represent the distribution of bounding boxes in the target test set but not in a
customized dataset. Detection without anchor boxes reduces the number of predictions
for bounding boxes, thus accelerating Non-Maximum Suppression (NMS), a complex
step in the subsequent processing of detected objects, which sifts through the detection
candidates after extracting information. This innovation leads to a significant increase
in performance and reduces the likelihood of erroneous predictions [16].
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Another advantage of this version is the C2f module at the core of the model, as
opposed to the previous version where the C3 module was utilized. The distinction
between the two lies in how the C2f model concatenates the outputs of all bottleneck
modules, whereas the C3 model employs the output of the final bottleneck module. The
bottleneck module comprises residual bottleneck blocks, which enhance performance
in deep learning networks. This accelerates the training process and improves the flow
of gradients through the neural network [14, 16].

In summary, the architecture of YOLO can be presented as follows [14]:

• Backbone Network: The foundation of the architecture, which utilizes convolutional
neural networks to extract features from the input image.

• Neck: A component module situated between the backbone and the head of the
network, serving tomerge and aggregate features fromdifferent levels of the backbone
network.

• Head: The final segment of the network, which utilizes processed features from pre-
ceding parts of the network to make precise predictions about the location and iden-
tification of objects in the input image. This segment of the network is critical for the
effectiveness of the detection model, as the accuracy of predicted boundary boxes,
confidence scores, and class probabilities directly influence the quality of detection.

• Non-Maximum Suppression (NMS) In conclusion, post-processing is performed to
eliminate overlapping predictions of boundary boxes, ensuring that each object is
detected precisely once without redundancy.

The workflow is also indicated by the architecture presented in Fig. 1. Initially,
the input image is loaded and processed through the backbone network, where it is
partitioned.

Once the necessary features are extracted, they pass through the neck component
of the network, where they are merged and aggregated to effectively synthesize infor-
mation across different scales. Subsequently, the actual detection takes place, utilizing
the extracted features to determine the boundary boxes, confidence scores, and classes
for each detected object. Finally, as previously mentioned, post-processing with NMS
is performed to define the detected objects and remove overlaps. This ensures with high
certainty that each object is detected precisely once [14, 16].

This is where it should be noted that YOLO is used not only for object detection
but also for instance segmentation and image classification. This makes it one of the
most efficient and widely used tools in these fields. The effectiveness, productivity, and
continuous development and improvement of YOLO make it increasingly desired and
successful. These are the main reasons for choosing it as the preferred model for further
development of the product described in the article. For the purposes of this software,
we will currently focus solely on using YOLO for object detection.
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Fig. 1. YOLOv8 Architecture

3 Architecture of the YOLO Integration Module in a .Net
Environment

Within the current project scope, integration of artificial intelligence technologies for
object detection developed on the .NET platform is envisaged. This integration encom-
passes the capability to apply pretrainedYOLOmodelswithin the specified environment,
facilitated by the development of a specific interface to streamline interaction with these
models. The architecture of the module we propose, which facilitates this integration,
is designed to be reusable in other applications operating within the .NET environment.
This module is exceptionally useful due to the widespread use of .NET as one of the
most popular platforms for software development. This compatibility provides conve-
nience and flexibility, allowing developers to use YOLO models in conjunction with
existing .NET applications or to integrate them very easily with other software compo-
nents within the .NET ecosystem. This offers opportunities for rapid expansion of the
functionality of software applications and enhances the flexibility of development. The
implementation of ONNX Runtime through Microsoft.ML represents a key component
in this process, ensuring the necessary compatibility and efficiency in executingmachine
learning models. The interface is utilized to ensure seamless integration and interaction
between .NET applications and complex AI models, enabling their effective utilization
within the project.
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Microsoft.ML is amachine learning library fromMicrosoft designed for .NET devel-
opers, aimed at facilitating the integration of machine learning into software appli-
cations. It offers a wide range of pre-defined algorithms for various machine learn-
ing tasks, including classification, regression, clustering, and anomaly detection. With
Microsoft.ML, developers can process and analyze data, train models, and evaluate their
effectivenesswithin the context of .NET applications using convenient APIs. This library
also supports integration with ONNX, enabling the use of models trained outside the
.NET ecosystem, thus enriching the development capabilities for intelligent applications
[17].

ONNX (Open Neural Network Exchange) represents an innovative open standard
for machine learning models, simplifying their sharing and deployment across vari-
ous frameworks and platforms without the need for conversion or reconfiguration. It’s
developed to standardize the representation of AI models, thus facilitating their porta-
bility and optimization. ONNX supports a wide range of deep learning and traditional
machine learning models, making it a universal tool for developers. ONNXRuntime, on
the other hand, is a high-performance execution environment that accelerates the exe-
cution of models defined in the ONNX format. This environment is optimized for fast
and efficient operation across various operating systems, including cloud environments.
ONNX Runtime ensures compatibility between different machine learning frameworks
and provides APIs for multiple programming languages, thus facilitating the integration
and utilization of AI models in various applications and platforms [18].

The architecture of the module we propose, which facilitates the integration of the
YOLO model into the .NET environment, is implemented as shown in Fig. 2.

Fig. 2. Class Diagram of Module Interface for YOLO Integration
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The IPredictor interface defines the core methods and properties that any class
implementing it must have in order to integrate into the system and perform the expected
functionalities. This interface has the following general structure:

public interface IPredictor
{

public string? ModelPath { get;}

public IEnumerable<DetectionArea> 
ExtractPredictions(DenseTensor<float> output,

Image frame);

}

The abstract class PredictorBase serves as the foundation for all predictors (classes
that will be in this role) in the architecture, providing a common implementation of
the logic needed to execute machine learning models (for this case YOLO) in the .NET
environment throughONNXRuntime. It includesmethods for loadingmodels, preparing
input data, and processing predictions from the neural network. Using the abstract class
PredictorBase as a base allows the specialization of this functionality for specific models
like YOLO while preserving the possibility for further use of the common logic. This is
a good practice as it enables easy and seamless expansion of the architecture. Inheriting
from IPredictor in PredictorBase is crucial for ensuring consistency and coherence in
the behavior of all predictors in the system. It guarantees that every class implementing
IPredictor shares a common set of methods and properties, facilitating the integration
and usage of variousmachine learningmodels within a unified framework. This provides
flexibility in the development and maintenance of the system, making it easier to add
new predictors without the need for significant architectural changes.

The PredictorBase class has the following structure:
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public abstract class PredictorBase : IPredictor, IDisposable

{

private readonly InferenceSession session;

private readonly ModeMetaData metaData;

private List<OnnxLabel> labels;

private bool applyFilter;

private bool disposed;

//Constructor

public PredictorBase(string path, string[]? objects, bool applyFilter = 

false)…

public abstract IEnumerable<DetectionArea> GetPredictions(Image frame);

public string? ModelPath { get; private set; }

public void Dispose()…

protected virtual void Dispose(bool disposing)…

protected virtual IEnumerable<DetectionArea> ExtractPredictions

(List<Tensor<float>> output, Image frame)…

protected virtual IEnumerable<DetectionArea> ExtractPredictions

(Image frame, Tensor<float> output, bool useFilter, object[]? filters)…

protected List<Tensor<float>> RunInference(Image frame)…

private Tensor<float> GetFrameTensor(Image frame)…

private Image ChangeFrameDimension(Image frame)…

private float LimitToRange(float min, float max, float x)…

private DetectionArea ValidateArea(DetectionArea currentArea)…

}

Since PredictorBase is an abstract class, it cannot be directly instantiated. Instead,
the current architecture is designed toworkwithYOLOv8models, for which thePredic-
torV8 class is created. This class is specifically designed to interact with the respective
version of the model. As a class that inherits from PredictorBase, PredictorV8 inherits
all the basic functionalities provided in the base class, allowing for their utilization. Addi-
tionally, by inheriting the interfaces, PredictorV8 ensures that all methods and behaviors
expected from the interface will be implemented, ensuring compatibility and stability
in the program code. This allows for greater flexibility, a higher level of abstraction,
and code reusability, facilitating easy maintenance and extensibility of the system in the
future.

The class PredictorV8 is instantiated within the engine of the core logic for working
with objects. As seen from the provided excerpt of the structural architecture (Fig. 2), the
constructor of this class requires parameters for the path (the directory where the YOLO
model to be used is stored), a boolean argument indicating whether object filtering based
on their visual characteristics will be applied (by default, this boolean value is false),
and a list (in this case, an array) of object names to be filtered (if this option is chosen).
After creating an instance of the class and successfully loading the model, the actual
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object detection can commence. For this purpose, the PredictorV8 class implements
the abstract method GetPredictions(Image frame), which is responsible for initiating
object detection on the provided image (photo, frame, etc.) in the respective format, as
determined by the Image class (in this case, Bitmap). Once the frame is provided, it
will be processed, and all detected objects will receive coordinates and labels, crucial
for their representation in the user interface. These data are stored in instances of the
DetectionArea object, as seen in Fig. 2. The described architecture outlines the module
responsible for establishing the connection between the neural network, the extracted
data, and their provision within the .NET environment. Adhering to the fundamen-
tal SOLID principles [19] and encapsulating the logic enables easy integration of this
model into other applications operating in this environment. Another significant benefit
is the ease of expansion and optimization of the model. Due to the clear separation of
responsibilities among the various components of the software architecture, each part
can be modified or enhanced without disrupting the functionality of the others.

After executing the logic for detection and filtering of objects based on their visual
characteristics, the program proceeds to the next stage. This stage involves applying an
additional filter that examines each detected region of the frame to determine if itmatches
the user-defined color characteristics. The user can specify the desired color range for
the objects of interest by defining the lower and upper bounds of the color range. This
is necessary because it can be difficult to determine the exact color of an object and
how it will be registered by the video processor of individual video capture devices.
The operation of this algorithm is detailed and presented in [12]. This functionality
is particularly useful in scenarios where the objects that the user is searching for have
specific colors or characteristics that distinguish them from the surrounding environment.

Each of these filters can operate autonomously, meaning that the user has complete
freedom to decide whether to use only the color filter, only the object detection, or a
combination of both. This is crucial when searching for different types of objects. In
some situations, AI may fail to recognize the desired objects, but nonetheless, when
the color filter is applied to the entire frame, these objects can be detected based on
their color characteristics. These options empower the user to personalize the object
recognition process according to their specific needs and requirements. Such an app-
roach enhances the reliability of the system and provides a broader range of capabilities
for image processing. Ultimately, the combination of physical and color recognition
improves the efficiency of the object recognition program and increases the accuracy of
the results, making the application highly valuable across various domains such as video
surveillance, robotics, medical imaging, and others.

4 Results

The architecture presented above is currently undergoing integration into the application
[12] and will be provided for testing to some agencies in Germany in the field of security
and rescue operations. Its aim is to support and facilitate their work.

To demonstrate the capabilities of the application, a videowas captured using a drone.
The goal of the current experiment is to detect cars of a specific color captured in an active
urban environment. Due to the movement of both the cars themselves and the drone, it
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will be challenging for the operator to visually cover and analyze all objects in the video.
Additionally, a shooting mode with relatively low resolution was chosen to showcase
the algorithm’s maximum capabilities at the moment. To preserve confidentiality and
ensure privacy, frames without faces and identifiable signs were selected.

In the test scenario, cars are being sought using a pre-trained model for this purpose.
The application incorporates the use of a color filter, which is applied to the regions
detected by the neural network. For this purpose, the following settings for the color
filter, shown in Fig. 3, have been defined. The program offers the option to select two
separate color ranges to be applied individually for each detected object.

Fig. 3. Color filter

This is a particularly useful feature in many cases where objects with a combination
of colors need to be searched for. For demonstration purposes, a filter based on only one
color range set in the “Farbe 1” area will be used. By checking the “Start Tracking” box,
upon activating the video, the algorithm will start processing frame by frame, searching
for objects that match the description “car”, and at the next step, the algorithmwill apply
the color filter to each found object of this type. As shown in Fig. 4, the algorithm has
detected 3 cars whose detection areas have colors within the specified range. These cars
are enclosed in green rectangles with continuous contours. Additionally, a car whose
color characteristics of the detected area do not match the user-defined settings has been
detected (the white car in Fig. 4).
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Fig. 4. Example of object detection in an urban environment

As depicted in Fig. 4, the algorithm has detected 3 cars whose detection areas have
colors within the specified range. These cars are enclosed in green rectangles with
continuous contours. Additionally, a car whose color characteristics of the detected
area do not match the user-defined settings has been detected (the white car in Fig. 4).
To acknowledge the presence of this object and draw the user’s attention, this object is
enclosed in a rectangular boxwith a dashed line. Upon activating any of these rectangular
boxes, it will load a static image of the enclosed area, allowing the operator to examine
it more closely, with the option for additional zoom on the image.

In the next implementation phase, it is envisaged to integrate functionalities based
on improving color filters, as well as enhancing the integration of neural networks. This
will contribute significantly not only to improving color filtering but also to the ability to
recognize different objects. Efforts will also be directed towards enhancing the software
architecture and optimizing the algorithms to improve the scalability and efficiency of
the application.

5 Conclusions

The presented architecture is well-structured and provides an efficient and flexible way
to detect objects based on both visual and color characteristics. Utilizing concepts of
clean code and applying SOLID principles [20] enables easy and seamless extension
of the architecture to accommodate the use of newer versions of YOLO in the future.
Additionally, optimization of color filters, such as integrating new color masks, can
be achieved without necessitating changes to the functionality and architecture of the
application.
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By combining various methods of object recognition and filtering, the program
provides the capability for precise and reliable object detection based on their unique
attributes. On the other hand, the color characteristics of objects also play a crucial role
in the detection process. Through color filtering, the program allows for the detection
of objects that match specific colors or combinations of colors. This aspect enhances
the ability to recognize objects in various scenarios where their colors are important for
identification.

The ability to choose the method of applying color filters and detecting objects based
on their visual characteristics provides the product with additional flexibility, making it
applicable in various fields such as security, defense, surveillance, etc.

Combining physical and color characteristics in the object detection process provides
greater reliability in object recognition across different conditions and environments.
This approach offers a high degree of flexibility and adaptability to the program, making
it suitable for various applications in the field of computer vision and object recognition.
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Abstract. The article deals with the problem of geolocation concerning the logis-
tics that have changed the way in which deliveries are made. The core idea is to
reveal the current challenges in the field of delivery logistics. The present study
is focused on the analysis of the accuracy of the Google Maps Directions API
in Bulgaria and the challenges faced by logistics operators due to the insufficient
accuracy of geolocation data. As the logistics infrastructure plays a key role in
the day-to-day operations of companies, the accuracy of geolocation data plays
a crucial role in the efficient functioning of deliveries. By analyzing real cases
and data, system performance is investigated and challenges arising in real deliv-
ery scenarios are identified. The results of the study highlight the importance of
geolocation data accuracy to improve operational efficiency and optimize logistics
processes in Bulgaria. To cope with such challenges, a generalized approach to
improve the accuracy and efficiency of geolocation delivery systems is proposed.
This approach is composed of 4 modules where the machine learning module is
used to improve the accuracy. The proposed approach is preliminarily tested and
the results demonstrate the applicability of the proposed approach.

Keywords: Geolocation · Logistics Delivery · Accuracy of Data

1 Introduction

In the modern world, where e-commerce and online services are at their peak, logistics
in deliveries play a crucial role in meeting the needs of customers [1]. The e-commerce
market is fiercely competitive, and achieving just-in-time delivery to customers is a key
issue in many studies [2–4]. In this context, geolocation accuracy is essential for the
successful execution of deliveries. While unstructured addresses are easy for people to
understand and locate, they are difficult for computers to work with. To allow the use of
unstructured address information by these applications, one of the prerequisites is the
automatic assignment of correct geographic locations to the addresses. This process is
usually called address geolocation [5].
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Generally speaking, geolocation refers to the process of determining location, while
positional accuracy measures the degree of precision of this information or the distance
by which the geocoded position differs from the geographic latitude/longitude of the
reference location [6]. In recent years, achieving accurate geolocation of geographical
objects has become increasingly important, with significant applications in various fields
including military reconnaissance, disaster monitoring, geodesy, and cartography [7–9].
In the context of delivery logistics, high positional accuracy is essential to ensure accurate
and timely deliveries, reducing the risk of losses, delays, and customer dissatisfaction.

Effective management of delivery positional accuracy can lead to significant cost
savings and increased customer satisfaction [10]. The lack of accurately defined spatial
information in delivery logistics can lead to several problems, as described in Table 1.

Table 1. Link between the problem and its consequences in the execution of deliveries due to
spatial data inaccuracy [1, 10–12]

Problem Consequence

Delivery delays Vehicles may become lost or travel on detours

Inefficiency Delivery providers waste time searching for
addresses or correcting their course, reducing
their overall efficiency and increasing delivery
costs

Poor customer service If customers expect timely deliveries and their
shipments are delayed due to inaccuracies in
positioning, this can lead to customer
dissatisfaction and potential loss for the business
[1, 10, 12]

Increased costs Vehicles deviating from their course or wasting
time due to inaccurate positions may consume
more fuel, leading to increased operational costs
[10, 11]

Poor planning Inaccurate location data can lead to poor route
planning, over-loading resources and reducing
productivity

Compliance with regulatory requirements In some industries, accurate positioning is
necessary to comply with regulations, such as in
healthcare or transportation of hazardous
materials

The accuracy of geocoding from postal codes may vary [6]. For this reason, geocod-
ing based on the Google Maps Directions API tool is often resorted to, which usage
frequently poses challenges for delivery providers. We observe specific issues related to
geolocation in Bulgaria, primarily involving deviations from correct addresses, incorrect
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locations, and other discrepancies between the actual delivery location and the informa-
tion provided by the geolocation system. These issues can lead to significant delays in
parcel delivery, wasting time and resources for both couriers and clients.

This article is structured into three relatively independent sections. The first presents
an analysis of the complexities arising when working with the Google geolocation tool
in urban environments in Bulgaria. The second section examines the importance of
calculating distances between points and demonstrates the presence of a problem using
the Haversine formula and the Google Maps Directions API. The third section offers
suggestions for overcoming existing challenges by introducing structured addresses and
validating input data and proposes a machine-learning model for correcting deviations.

2 Analysis of the Accuracy of the Google Geolocation Tool
for Logistics Purposes

The current section aims to clarify whether the most widely used geolocation tool,
Google Maps Directions API, provides sufficiently reliable results for location accuracy
in Bulgaria. Our hypothesis is that the positional accuracy of this tool is not at a level that
ensures efficient parcel deliverywithout additional difficulties for couriers and recipients.

For the purposes of this study, data provided by a delivery provider operating on the
territory of Bulgaria is used. The data includes records of 1,023 successful deliveries to
addresses made by a single courier in his area over a period of time and contains the
following attributes as shown in Table 2:

Table 2. Description of used data

Attributes Description

City The city specified by the sender

Address The address specified by the sender

Postal Code The postal code provided by the sender

Geographic latitude and longitude of the
specified address

The point corresponding to the recipient’s
address when entered into Google Maps

Geographic latitude and longitude of the
parcel delivery

The point where the courier actually delivered
the parcel to the recipient, obtained from the
device the courier uses to scan the parcel on-site

Date and Time The date and time when the courier delivered the
parcel

The data clearly indicates that the widely used Google Maps Directions API does
not provide a sufficiently reliable location accuracy in Bulgaria with a precision that is
acceptable for pedestrian distances, without delaying the courier or the receipt of the
parcel by the client. Factors such as changes in city infrastructure, construction of new
buildings, removal of old ones, and other events that could lead to changes in addresses
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Table 3. Challenges and opportunities when using the Haversine formula to calculate the distance
between two points

Limitation Possibilities

Applicability in real-world scenarios Accuracy of calculations

Need for precise geographic coordinates Integration with technologies like Google Maps
Directions API

seem to render the Google Maps Directions API outdated. When submitting an address
entered by the client from the logistics provider’s system to the GMD API, often the
addresses do not match. There are several types of problems as described below:

2.1 Small Deviation from the Correct Point with Significant Importance

This type of problem can be observed in deliveries made on streets with one-way traffic,
especially onmajor boulevards. An example of such a problem is observed on Tsarigrad-
sko Shosse Boulevard in Sofia, Bulgaria. The starting delivery point appears to have a
minor deviation, but upon closer inspection, it becomes clear that it is located on one side
of the boulevard, while the actual delivery location is on the other side of the boulevard.

The client provides the following address: “metro station “IEC Tsarigradsko Shose”,
roomNo. 12”. The coordinates determined by Google Maps for this location are latitude
42.649587 and longitude 23.393634. The courier delivered the parcel at a location less
than 5 m away from the specified coordinates. Analysis shows that the points are on dif-
ferent sides of the boulevard. This complicates pedestrian access and requires additional
time for car movement. The delay in the current delivery affects the overall delivery time
realized by the same provider within the day.

The initial location of the courier (“IETS Tsarigradsko Shose” metro station, room
#12” according to Google Maps Directions API: lat. 42.649587 long. 23.393634), as
well as the address to which the courier actually delivered the parcel (lat. 42.649183
long. 23.393555) are shown in Fig. 1.

Fig. 1. Demo of discrepancies between a physical address in the application and in the real world:
a) lat. 42.649587 long. 23.393634; b) lat. 42.649183 long. 23.393555

Inaccuracies in calculating the object’s position in the above-described scenario lead
to the following consequences:
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• Time expenditure – the seemingly insignificant distance requires technical time for
correction of at least 4min;

• Excessive fuel consumption – correcting the route necessitates covering an additional
3.1 km.

• Additional difficulties – these delays do not account for the time that will be allo-
cated for communication between the courier and the client, as well as any traffic
complications during delivery. Such delays affect not only one but all subsequent
shipments.

2.2 Wrong Location with a Significant Deviation from the Correct Point

Another potential problem ariseswhen the address provided to the provider is completely
inaccurate. From the available database, we encounter another case where the client pro-
vides the address “AVI BUSINESS CENTRE”. The problem is more complex. Firstly,
the client does not provide a real address but rather a location name. Secondly, this loca-
tion is missing from the Google Maps database. When entering the input data provided
by the client into the system, we obtain the following coordinates: latitude 42.697708,
longitude 23.321868. Despite the presence of a populated place and postal code, the
system manages to orient to the city level, but when the address cannot be localized
successfully, we simply receive coordinates in the center of the city (see Fig. 2).

)b)a

Fig. 2. Demonstration of errors when an address is provided incorrectly: a) lat. 42.697708, long.
23.321868; b) lat. 42.657780, long. 23.382591

The actual delivery location this time is significantly further from the initially pro-
vided point –with latitude 42.657780 and longitude 23.382591. The straight line between
the point from Fig. 2 and the new point measures 6.6 km.

To determine the actual distance between two points, taking into account that a car
cannot travel in a straight line in the real world, we again use Google Maps to see
the distance and duration of travel between them. The experiment showed the shortest
distance of 6.6 km between the two points.

This time it’s clear that it’s not just a matter of a few meters’ difference, but actually
several kilometers (7.5 km), and the travel time is about 13min,whichwas not previously
planned in the delivery schedule.

The consequences of inaccurate delivery address and coordinates can be significant:
loss of time and resources, unnecessary fuel expenses, negative impact on delivery
schedules, and inability to achieve accuracy in planning, which also affects customer
satisfaction.
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3 Determination of the Distance Using the Haversine Formula
and the Google Maps Directions API to Demonstrate the Problem
of Geolocation in Logistics Delivery

The Haversine formula is a powerful tool for calculating the distance between two points
on a sphere, using the geographic coordinates of those points. Thismethod provides fairly
accurate results over large distances, which is useful for determining the shortest path
between two locations using the following dependencies:

a = sin2
(

�lat

2

)
+ cos cos(lat1).cos cos(lat2).sin

2(
�long

2
) (1)

c = 2.atan2(
√
a,

√
1 − a) (2)

d = R.c (3)

where �lat is the difference in geographic latitude between the two points; �long is
the difference in geographic longitude between the two points; lat1 and lat2 are the
geographic latitudes of the two points; R is the radius of the Earth (average radius =
6371 km); a is the square of half the length of the chord between the points; c is the
angular distance in radians; and d is the distance between the two points on the surface
of the sphere.

Table 2 shows the possibilities as well as the limitations of using the Haversine
formula to calculate the distance between two geographic points.

The Haversine formula provides accurate calculations, but its application in real-
world scenarios can be challenging due to various factors such as traffic, road conditions,
and obstacles along the route. Thismeans that the calculated distancemay differ from the
actual distance that the courier or carrier needs to cover. Additionally, for the successful
application of the Haversine formula, it is crucial to have precise geographic coordinates
for the starting and ending points of the route. Inaccuracies or lack of coordinates can
lead to incorrectly determined routes and loss of time and resources. At the same time,
the Haversine formula ensures high accuracy in calculating distances between points on
a sphere. This enables carriers and providers to determine the exact distance between the
starting and ending points of the route, which is essential for planning and optimizing
deliveries.

Since the Haversine formula provides us with the length of a straight line (in this
case, an arc on a sphere) between two points or the so-called “as the crow flies” distance,
we need to find the shortest path that a vehicle can travel from point A to point B. To find
themost optimal distance and the average time required to cover this distance, we use the
GoogleMapsDirections API. This facilitates the process of calculation and optimization
of routes through the Haversine formula and provides opportunities for automated and
optimized route planning, leading to more efficient deliveries and reduced operational
costs.

To make a valid API data call, it is needed to know following 4 parameters:
ORIGIN_LATITUDE;ORIGIN_LONGITUDE;DESTINATION_LATITUDE;
and DESTINATION_LONGITUDE. Origin latitude and long are the coordinates of the
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starting point, while destination latitude and longitude are the coordinates of the final
point. This information can be used to make an API call to the following address:

https://maps.googleapis.com/maps/api/directions/json?origin=
ORIGIN_LATITUDE,ORIGIN_LONGITUDE&destination=DESTINATION_ LAT-
ITUDE,DESTINATION_LONGITUDE&key=API_KEY

If the provided parameters meet the conditions, we get a response that retrieves the
most optimal distance between the two points and the average travel time between them.
After processing all addresses, the following findings were found:

• 2 records to find the address but no successful route finding.
• 141 correct addresses, assuming addresses with a difference of 500m or less are

correct.
• 339 incorrect addresses, assuming addresses with a difference of 501m or more are

wrong.
• 541 times the Google Maps API failed to find the position of the address.
• 36.36 km the average deviation from the address specified by the customer to the

delivery address (driving distance).
• 1288min (21 h 28min) the average time deviation.
• There are three addresses that Google Maps defines as outside Bulgaria, which dis-

torts the statistics. After removing these results, the average time deviation changes
significantly to 166min.

• There are also three addresses that Google Maps identifies as outside the courier’s
area, and these records have been filtered to provide clear urban statistics. The end
result that is obtained is a 5min average deviation for delivery.

All this proves once again the need to improve geolocation accuracy for logistics.

4 An Approach to Improve Geolocation for Logistics Delivery

Often web forms for entering addresses consist of a single field where the user enters
their complete address – Including street, block, entrance, floor, apartment, and other
details. This allows the user to enter their address in a format they deemmost convenient.
As a result, the database of addresses may have different formatting for each entry.

Creating a more detailed form with a field for each individual attribute of the address
allows for easy formatting of the address in the desired format by the user. This ensures
integrity and improved readability of address data. As a result, all addresses follow a
common format.

Therefore, when using a specific algorithm, it can be more precisely tuned, taking
into account the details of each part of the address. In this regard, an approach is proposed
to improve delivery logistics by combining several modules as shown in Fig. 3.

The proposed approach is composed of the following modules: UI; accuracy
improvement by machine learning module; optimization module; and module for
validation.

The input data includes addresses provided by customers and their corresponding
actual coordinates obtained by the courier during delivery are entered by proper UI.
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Fig. 3. An approach for improvement of delivery logistics

Our contribution is focused on a machine learning module that aims to improve
accuracy through 3 separate steps namely: feature engineering; algorithm training and
loos function. Feature engineering as a pre-processing step of machine learning is used
to transform raw data into features. That means feature engineering can add, delete,
combine, and mutate data sets to improve machine learning model training, thus getting
better performance and greater accuracy. So, to prepare data for training, feature engi-
neering is needed, which includes extracting features from the address components such
as street names, cities, postal codes, and others. That is why in the proposedmodule such
an element is involved. Algorithms for supervised learning, such as regression models
or neural networks could be used to train the model. The second step is the training
of the selected algorithm based on feature engineering. This is a core where different
algorithms can be used to analyze data patterns, learn from discrepancies, and adjust
predictions accordingly. Ultimately, over time these algorithms become more accurate
and efficient as they process more data thus improving the accuracy of geolocation data
for logistics delivery. This step aims to correct deviations between the addresses pro-
vided by customers and their actual locations on Google Maps. The aim of the used loss
functions like Mean Squared Error or Mean Absolute Error is to evaluate the difference
between predicted and actual coordinates during training. In fact, this is the third step
of the proposed module. It helps the model to correct and improve its predictions, thus
enhancing the overall accuracy of the system.

The optimization module is intended to find the shortest path to the endpoint of the
delivery address. This could be realized by using different shortest-path algorithm tech-
niques [13, 14]. The shortest path problem can be defined for graphs whether undirected,
directed, or mixed.

The validation module serves to verify the integrity of the data inputs, filtering out
errors and ensuring the reliability of the information used for training and prediction,
thus enhancing the precision of the system. It is extremely important as it allows filtering
out fake addresses, and user input errors when entering addresses. It could be used to
cope with other potential problems that can arise during input. Errors in entering any of
the attributes, such as town, city/village, and postal code, are extremely easy to verify
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and prevent the entry of invalid data. Removing a field where free text is entered and
replacing it with a list or autocomplete function eliminates the likelihood of entering
invalid data. For the remaining attributes, this approach may not be as effective, and
other methods should be considered.

Once the model is successfully trained and validated, it can be deployed as a service
or integrated into the system for real-time or batch processing of address deviation
correction.

5 Conclusion

The article discusses problems related to supply logistics. For this purpose, a sample
of delivery records for 1023 addresses was analyzed. From the analysis, it was found
that there are discrepancies between the addresses provided by the customers and their
actual locations determined byGoogleMaps. 339 incorrect addresseswith a difference of
501m andmore have been identified. To address this problem, an accuracy improvement
approach in supply logistics is proposed, composed of a module for input data, an
accuracy improvement module, an optimization module, and a validation module. The
authors propose to use an accuracy improvement module in which the feature extraction
processes used in a suitable machine learning model are sequentially implemented, and
finally, the loss function is applied. In this way, it is possible to correct deviations using
the coordinates provided by the courier when scanning the package at the place of
delivery.

Accurate geolocation is crucial for the efficient functioning of logistics processes and
deliveries, as this is associated not onlywith the loss ofmore time but alsowith fuel costs.
Technologies such as theGoogleMapsDirectionsAPI play an important role in this area,
but there are challenges regarding the accuracy of geolocation data. Using the proposed
approach could be seen as an important step towards improving logistics processes and
improving the accuracy of geo-location data for deliveries. This will contribute not only
to reducing deviations in addresses but also to improving customer satisfaction as a
result of the observed delivery time. As future research, the use of different algorithms
for machine learning and analysis of the obtained results are planned to identify the
appropriate algorithms leading to better results.
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ancostin@jyu.fi

https://binare.io/ , https://jyu.fi/it/

Abstract. Vulnerabilities in third-party and open-source components
pose significant risks to numerous systems, as evidenced by recent inci-
dents like the XZ backdoor. Software Bill of Materials (SBOM) serves as
a vital tool for identifying and isolating such vulnerabilities, and in some
cases, it is a legally-mandated requirement to enhance supply-chain secu-
rity within the digital ecosystem (e.g., Executive Order 14028). Despite
its significant benefits, there are limitations in generating, using, and
interpreting SBOMs effectively. In this paper, we aim to take an objective
look on the state-of-the-art cybersecurity tools, particularly examining
their contributions to or challenges from the practical SBOM perspec-
tive. The insights we present help improve existing tools and their usage
in DevSecOps and compliance scenarios to maximize the effectiveness of
SBOM standardization and requirements.

Keywords: SBOM · software bill of materials · DevOps ·
DevSecOps · software supply-chain · supply-chain security

1 Introduction

In recent years, software development and cybersecurity have undergone sig-
nificant evolution, highlighting the importance of Software Bill of Materials
(SBOMs). These documents are crucial for detailing software component com-
position, enhancing transparency, resilience, and security in digital ecosystems.
The issuance of Executive Order 14028, “Improving the Nation’s Cybersecurity,”
by President Biden emphasizes the pivotal role of SBOMs in national cyberse-
curity infrastructure [3]. The mandate to provide SBOMs to purchasers, either
directly or through public dissemination, underscores the urgent need to inte-
grate SBOM practices into DevOps and SecOps methodologies. This directive
reflects the government’s commitment to promoting uniformity and compatibil-
ity in SBOM implementation, facilitating adoption across various sectors.
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However, despite the growing recognition of SBOMs’ importance, there are
significant challenges in their practical implementation. The complexity of mod-
ern software systems, coupled with the dynamic nature of the software supply
chain, often leads to difficulties in reliably generating, utilizing, and interpret-
ing SBOMs. In particular, existing SBOM tools may fall short in effectively
addressing the subtle requirements of DevOps and SecOps workflows, leaving
organizations vulnerable to supply chain attacks and compliance gaps.

This paper attempts to address these challenges and provides valuable
insights into the practical implications of SBOM adoption within real-world sys-
tems. It offers a novel perspective on SBOM tools, contrasting them with conven-
tional categorizations to highlight their weaknesses and strengths. By exploring
the intersection of SBOMs with DevOps and SecOps methodologies, we identify
areas for enhancement to improve the security of the supply chain. Our con-
tribution lies in bridging the gap between SBOM theory and practice, offering
actionable recommendations for researchers, practitioners, and policymakers to
enhance the resilience of digital ecosystems.

The paper is structured as follows: Sect. 2 offers background information on
SBOMs and their formats. Section 3 reviews related work in the field. Section 4
discusses the practical challenges of SBOM adoption in DevOps and SecOps,
highlighting current limitations and improvement opportunities. Section 5 pro-
vides an analysis of SBOM tools, discussing their practical strengths and weak-
nesses. Finally, Sect. 6 wraps up the paper.

2 Background

SBOM serves as a comprehensive inventory of software components, recogniz-
ing and enumerating each element while also describing the relevant informa-
tion about them and illustrating the relationships within the supply chain [11].
SBOMs come in various formats, customized to fulfill distinct objectives. Addi-
tionally, this section explains the connections between SBOMs and three software
development and security paradigms: DevOps, SecOps, and DevSecOps.

2.1 SBOM Formats

Three common SBOM formats include Software Package Data Exchange
(SPDX), CycloneDX (CDX), and Software Identification (SWID). SPDX [13]
and CDX [6], both open-source and machine-readable, are products of Linux
Foundation and Open Web Application Security Project (OWASP). SPDX
focuses on ensuring compliance and transparency in managing open-source and
proprietary code for development teams and corporations. CDX is a lightweight
SBOM format designed for easy adoption and automation of SBOM generation
throughout the software development pipeline. SWID tags [4], functioning more
as a software identifier than an SBOM format, provide a straightforward way to
transparently track software inventory by storing specific release information.
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2.2 DevOps, SecOps, and DevSecOps

DevOps, SecOps, and DevSecOps are all closely related to SBOM in various
ways. DevOps, a trending technology, enhances software development opera-
tions by unifying the development and operations teams in a single process,
leading to greater flexibility in meeting customer requirements [10]. SBOM fits
into DevOps practices by providing transparency into the software components
used throughout the development lifecycle. Security is a notable challenge lim-
iting DevOps adoption. Terms like SecOps and DevSecOps have emerged to
address this. SecOps integrates security into DevOps by encouraging collabora-
tion between security and operation teams. SBOMs play a crucial role in SecOps
by providing security teams with visibility into the software components and
dependencies used in applications. This visibility allows security teams to assess
the security posture of software components, identify vulnerabilities, and enforce
security policies throughout the development and deployment lifecycle. DevSec-
Ops, combining DevOps and SecOps, emphasizes embedding security in applica-
tions during development through collaboration among development, operations,
and security teams [17]. SBOMs are an essential tool in DevSecOps as they pro-
vide the foundation for implementing security practices such as vulnerability
management, risk assessment, and compliance monitoring.

3 Related Work

This section showcases various research efforts aiming to address vulnerabil-
ities and challenges associated with SBOM adoption. However, despite these
attempts, significant gaps remain, including the need for clearer benefits,
improved generation quality, and standardized adoption methods. These gaps
emphasise the ongoing relevance and necessity of the paper’s contributions,
which aim to address the identified shortcomings and advance the state-of-the-
art in SBOM adoption and security enhancement.

The emergence of SBOM signifies a crucial advancement in software sup-
ply chain management and risk mitigation. However, security remains a critical
concern due to potential vulnerabilities during active SBOM usage. Camp and
Andalibi [5] outlines these vulnerabilities and corresponding recommendations,
such as ensuring consistent contributor entities to prevent takeover or hijack
risks. This measure safeguards against unauthorized updates, preserving code
integrity. Moreover, SBOM adoption hinges on accessible tools for generation
and management. Arora et al. [1] classify SBOM tools into “produce,” “con-
sume,” and “transform” categories, covering various aspects like interface type,
repository, and Application Programming Interface (API) support. FOSSology
is a flexible SBOM tool, supporting all three functionalities but limited to gen-
erating SPDX format.

To analyze the SBOM adoption, empirical studies can be employed involving
interviews and surveys. Xia et al. [20] conducted empirical studies, gathering
data from 17 interviewees and 65 survey respondents across 15 countries on
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five continents, utilizing both qualitative and quantitative methods. Their find-
ings emphasize the need for further investigation to expedite SBOM adoption
by enhancing generation quality, clarifying benefits and use cases for consump-
tion, and reducing sharing barriers. Sehgal et al. [16] examined various SBOM
types, identifying vulnerability identification and tracking components as key
security challenges that SBOM can address. Similarly, Chaora et al. [6] explored
socio-technical factors and challenges surrounding SBOM through ethnographic
studies, highlighting the necessity for clarification on SBOM formats, sharing
mechanisms, IT infrastructure, and usability factors.

SBOM has the potential to enhance security across diverse domains. Hyeon
et al. [9] propose a blockchain-based model for IoT firmware updates that incor-
porates SBOM, enhancing reliability and integrity through private blockchain
networks. This model addresses limitations like resource and network overhead,
thereby improving firmware update availability. Similarly, Wu et al. [19] intro-
duce an intelligent security detection and warning scheme based on SBOM,
employing a System Component Dependency Tree (CDT) and Bloom filter for
vulnerability assessment. Their method demonstrates applicability on diverse
open-source software terminal systems, including IoT devices.

4 SBOM Realities and Challenges

The National Telecommunications and Information Administration (NTIA)
advises generating an SBOM for each new release of a component, covering
various phases of the lifecycle [14]. Thus, an SBOM can be created from the
source code, during build-time, at runtime, from the binary, or from a container
image, be declarative in nature (self-declaration), or a combination of all the
previous based on full or partial information available to the toolset and the
analyst. Cybersecurity & Infrastructure Security Agenecy (CISA) has catego-
rized SBOM into six distinct types (Design, Source, Build, Analyzed, Deployed,
and Runtime), with each dedicated to one or several phases of the software devel-
opment lifecycle [7]. Our present paper classifies SBOM into four primary types:
source-code/ built-time, binary and post-build, runtime-host perspective (file-
system level and process level), and runtime-network perspective. Herein, the
source-code or build-time SBOMs corresponds to the design, source, and build
SBOMs as categorized by CISA. Similarly, the binary and post-build SBOM
aligns with the Analyzed and Deployed SBOM categories. Finally, the runtime-
host perspective and runtime-network perspective correspond to the Runtime
category as defined by CISA.

Each technique possesses its own set of strengths and weaknesses, and an
optimal solution would involve combining all approaches. However, managing
all of these dependencies can be challenging. Effective software composition
analysis (SCA) tooling can assist in this regard. The most comprehensive SCA
tools are capable of identifying dependencies in various aspects such as appli-
cations, source code, files, build artifacts, container images, libraries, firmware,
and beyond. Moreover, SBOM creation should be viewed as a process rather
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than merely producing a document. While an individual SBOM outlines appli-
cation ingredients, treating SBOM creation as a methodology allows for dynamic
supply chain visibility and upstream risk management [18].

4.1 Source-Code/Build-Time SBOMs

This category typically encompasses SBOMs accessible to developers and
DevOps tools at various stages, including code design, source code analysis,
and build phases. Engineering workflows such as git for version control and
CI/CD pipelines automate SBOM generation during pipeline builds (“build-
time” SBOMs). These automated processes eliminate manual errors and ensure
precise component identities. Moreover, automated SBOM creation enables auto-
mated signing, thereby enhancing auditability. SBOMs are generated using tools
integrated with build systems, package managers, and CI servers, providing both
technical and business advantages. The resulting SBOM, delivered as an addi-
tional artifact specific to the software version built, can be further refined and
enhanced throughout the pipeline [12].

Source code SBOMs may encounter certain issues: Firtsly, while they gen-
erally offer the most comprehensive perspective, they can sometimes present
an unrealistic view due to factors like complex build systems. Secondly, not all
third-party dependencies referenced in the code are necessarily linked in the final
deployed binary, leading to a significant amount of white noise and inherent/false
positives compared to the actual running system in the real world.

JBOM produces Runtime SBOMs for Java applications, aligning with source
code and build-time stages. Tools like Microsoft.Sbom.Tool and Cyclonedx-npm,
Cyclonedx-gomod, and Cyclonedx-python are specialized for particular program-
ming languages, facilitating SBOM generation. Other tools include Build-info-go,
Covenant, Meterian BOSS scanner, and SecureStack.

4.2 Binary and Post-Build SBOMs

This category covers SBOMs resulting from various analyses like binary reverse
engineering and Software Composition Analysis (SCA), as well as deployment.
Older systems developed without modern version control or continuous integra-
tion methods may not be included in build-time SBOM generation. For these
cases, acquiring data for a “post-build” SBOM should prioritize obtaining com-
ponent information early in the engineering process. This post-build SBOM may
aggregate data from multiple sources, including suppliers, processes, and tools.
Binary scanning, often conducted with code analysis tools, can help populate
SBOM information for components obtained from upstream suppliers, particu-
larly for commercial components. Ensuring the integrity and authorship of the
post-build SBOM is crucial, often involving timestamping, versioning, and dig-
ital signatures. Additionally, binary analysis involves directly examining appli-
cation binaries to identify third-party SDKs, providing software consumers with
insights into their dependencies. It allows for determining transitive dependencies
recursively. However, dynamic code inclusion and on-the-fly app compilation by
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platforms like Apple and Google may lead to inaccuracies in pre-compiled SBOM
assessment.

Addressing vulnerabilities within SBOMs presents a significant challenge,
particularly when these vulnerabilities arise during the operation of SBOM tools
post-build or post-packaging. SBOM generators rely on files generated by compil-
ers or package programs, including Rust’s cargo.lock, NPM’s package-lock.json,
or an apt-cache. The gap between the build and SBOM creation introduces
a potential security loophole, allowing malicious manipulation of the SBOM
report, leading to the creation of inaccurate SBOMs.

The CycloneDX Maven plugin generates a comprehensive SBOM contain-
ing both direct and transitive dependencies of a project. Trivy, a user-friendly
vulnerability scanner for containers, identifies vulnerabilities in both operat-
ing system packages and application dependencies. It also offers Trivy-SBOM
feature for generating SBOMs in CycloneDX format, which can be integrated
with Dependency-Track for centralized management. Cyclonedx Gradle Plugin
analyzes dependencies in Gradle-based projects, while CycloneDX CocoaPods
Plugin, CycloneDX module for .NET, and CycloneDX PHP Composer Plugin
generate SBOMs for CocoaPods projects, .NET NuGet projects, and PHP’s
Composer, respectively. Jake scans Python environments and applications, pro-
ducing CycloneDX SBOMs and reporting vulnerabilities. Other tools include
Rebar3-sbom for Erlang Rebar3 projects, Distro2sbom for package or system
SBOMs, and DaggerBoard for vulnerability scanning and assessment of software
dependencies. Additional tools for binary and post-build SBOM include Code-
Sentry, Cybellum SBOM, Fortress File Integrity Assurance, NetRise Turbine,
NowSecure Platform, ONEKEY firmware analysis platform, OpenRewrite, and
CAST Highlight.

4.3 Runtime SBOMs: Host Perspective

Runtime dependencies, referring to external elements utilized by a software object
but not inherently included within it, are not encompassed within the current
interpretation of the SBOM [2]. Examining only source files or build manifests has
certain limitations. These methods fail to account for the runtime environment
in which the software operates, as well as the system dependencies utilized, which
may not be explicitly stated in the source files or manifests. Consequently, the anal-
ysis is confined to the inventory of software components alone. The runtime SBOM
is often produced by instrumenting the system and executing the software to cap-
ture components within the system, as well as external call-outs or dynamically
loaded components. In certain contexts, this may also be termed as an “Instru-
mented” or “Dynamic” SBOM. This type of SBOM is typically generated using
tools that interact with a system to document the artifacts present in a running
environment and/or those that have been executed [7].

Generating SBOMs at runtime provides several benefits [15]: Capturing both
invoked and uninvoked dependencies; Documenting system dependencies inher-
ent to the underlying platform or operating system; Recording details and
settings pertaining to the runtime environment; Documenting the utilization
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and dependence on external services, including those accessed via HTTP and
MQTT. Examples of tools for runtime SBOM encompass Oligo Runtime SBOM,
Rezilion Dynamic SBOM, Contrast Security, Vuls

Two approaches exists for generating SBOMs during runtime: Host and net-
work perspectives. The former can be managed at the filesystem or running
process level.

Filesystem-Level SBOMs. This type of SBOM primarily targets filesystems
and operating systems, and various tools serve this purpose. For example, to
generate CycloneDX SBOMs for Linux distributions, it is feasible to utilize
the cyclonedx-linux-generator tool. Additionally, Syft is capable of generating
SBOMs for container images, filesystems, archives, and other formats to iden-
tify packages and libraries. Grype, a vulnerability scanner, is compatible with
Syft, a robust SBOM tool used for analyzing container images and filesystems.
Clair also provides the capability to audit SBOMs. It is an open-source project
designed for the static analysis of vulnerabilities in application containers, which
currently support OCI and Docker formats. Users can leverage the Clair API to
index their container images and compare them against known vulnerabilities.
KubeClarity serves as a solution for detecting and managing SBOM and vulner-
abilities within container images and filesystems. It conducts scans across both
runtime Kubernetes clusters and CI/CD pipelines to bolster software supply
chain security. On the other hand, meta-dependencytrack generates CycloneDX
SBOM from root filesystems.

Process-Level SBOMs. This is derived from the active processes, similar
to the functionality of the ’ps’ command in Linux operating systems. Snyk, a
developer security platform, seamlessly integrates into development workflows
and automation pipelines, allowing teams to effortlessly detect, prioritize, and
resolve security vulnerabilities within code. While Snyk Open Source constructs
a comprehensive dependency graph for vulnerability detection, it collaborates
with various tools to compile and enrich SBOMs. This integration addresses
critical supply chain security concerns, aiding in inventory management, integrity
assurance, and provenance verification.

4.4 Runtime SBOMs: Network Perspective

Not every software component running on a host system engages in network
communication or exposes network ports. In other words, only a subset of
the installed software participates in network-related tasks, like transmitting or
receiving data over the network or monitoring specific network ports for incoming
connections. This subset of software components that interact with network ser-
vices and ports may possess certain characteristics: a) They can be detected by
black-box scanning tools such as Nmap; b) They are accurately identified and
associated with the correct version. However, limitations in tools like Nmap,
AMAP, and Ettercap [8], as well as protective measures like firewalls and IDS,
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might result in some components being incorrectly identified or failing to expose
network interfaces. This leads to what we refer to as inherent or implicit “false
negatives”.

CycloneDX Generator (cdxgen) is a versatile toolset comprising a Command
Line Interface (CLI) tool, library, REPL, and server. It enables the creation of
compliant CycloneDX SBOM by aggregating all project dependencies. When
utilized alongside plugins, CDXGen extends its capabilities to generate SBOMs
for Linux Docker images and virtual machines (VMs) running on Linux or Win-
dows operating systems. Additionally, CDXGen incorporates an “evinse” tool
for generating component evidence. CDXGen stands out as a user-friendly, pre-
cise, and comprehensive universal SBOM generator and it doesn’t align with any
specific types of SBOM. Nmap can be employed for real-time SBOM generation.
It assists in identifying active services and applications along with their specific
attributes such as application name, version, and port number. Additionally,
Nmap can aid in vulnerability identification. On the other hand, JDisc Discov-
ery is a network discovery tool that identifies CycloneDX SBOMs and imports
component inventory into the platform.

5 Discussion

In our investigation, we undertook a comprehensive categorization of existing
SBOM tools, utilizing both CISA’s established classification and our own devised
framework tailored to the DevOps/SecOps context. Our analysis revealed that
these tools support a range of SBOM formats, such as SPDX and CycloneDX.
While CISA primarily identifies tools like “Nmap” and “KubeClarity” as real-
time SBOM generators, emphasizing their role in bolstering software supply
chain security, our categorization unveils a broader spectrum of tools facilitat-
ing SBOM runtime across various dimensions, including both host and network
perspectives. Furthermore, our framework delves into the granularity of SBOM
generation, discerning between file-system level and process-level perspectives,
offering a deeper insight into their deployment within runtime environments. For
instance, “Syft” falls within the “runtime:host perspective (file-system level)”
category, contrasting with “Jdisk discovery,” which is situated under the “run-
time: network perspective.” While both are classified as runtime tools by CISA,
our approach illuminates their distinct perspectives and granularity levels.

Table 1 provides a comprehensive comparison of the SBOM tools discussed
in this document, along with the supported formats for each tool. For some
tools, where the information on supported formats is not explicitly stated, we
denote it as N/A. Rezilion Dynamic SBOM claims to support all formats, which
we denote as All. Additionally, some tools support not only CDX and SPDX
formats but also Syft’s format. It’s worth noting that the number of SBOM tools
supporting CDX is significantly higher than those supporting SPDX. Generally,
if a tool supports SPDX, it implies support for CDX as well, but the reverse is
not necessarily true.

The table categorizes each tool into two groups: one based on CISA classifi-
cation and the other based on the categorization proposed within this paper.
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Table 1. Comparison of selected SBOM tools

SBOM Tool Support format CISA’s category Proposed category Application

JBOM CDX Build Source-code/Build-time Java

Microsoft.Sbom.Tool SPDX Source Source-code/Build-time Many App

Cyclonedx-npm CDX Build Source-code/Build-time NPM

Build-info-go CDX Build Source-code/Build-time CLI

Covenant SPDX & CDX Source & build Source-code/Build-time .Net, NPM

Meterian BOSS scanner CDX Source Source-code/Build-time Many App

SecureStack CDX Source Source-code/Build-time Cloud

Cyclonedx-python CDX Build Source-code/Build-time Python

cyclonedx-gomod CDX Build Source-code/Build-time Go modules

Cyclonedx-Rust-Cargo CDX Build Source-code/Build-time Rust cargo

Cargo-Sbom SPDX & CDX Build Source-code/Build-time Cargo/Rust

Rebar3-sbom CDX Build Source-code/Build-time Rebar3

OpenRewrite CDX Deployed Binary and Post-Build Java

CycloneDX Maven plugin CDX Analyzed Binary and Post-Build Maven

Cyclonedx Gradle Plugin CDX Analyzed Binary and Post-Build Gradle

CycloneDX CocoaPods Plugin CDX Analyzed Binary and Post-Build iOS, SWIFT

CycloneDX module for .NET CDX Analyzed Binary and Post-Build .NET

CycloneDX PHP Composer Plugin CDX Analyzed Binary and Post-Build PHP

Jake CDX Build & Analyzed Binary and Post-Build Python

Distro2sbom SPDX & CDX Deployed Binary and Post-Build RPM distro

Trivy CDX Analyzed Binary and Post-Build Scanner

DaggerBoard SPDX & CDX Analyzed Binary and Post-Build Scanner

CodeSentry CDX Analyzed Binary and Post-Build SCA

Cybellum SBOM N/A Analyzed Binary and Post-Build Scanner

Fortress File Integrity Assurance N/A Analyzed Binary and Post-Build API

NetRise Turbine N/A Deployed Binary and Post-Build Risk analysis

NowSecure Platform CDX Analyzed Binary and Post-Build Mobile

ONEKEY N/A Analyzed Binary and Post-Build Vuln. report

CAST Highlight N/A Source & Analyzed Binary and Post-Build Many App

Oligo Runtime SBOM CDX Runtime Runtime: Host pers. VEX

Rezilion Dynamic SBOM All Runtime Runtime: Host pers. SCA

Contrast Security CDX Runtime Runtime: Host pers. IAST & RASP

Vuls CDX Runtime Runtime: Host pers. Linux/FreeBSD

Syft SPDX & CDX & Syft’s format Runtime Runtime: Host pers. (FS) CLI

Grype SPDX & CDX Runtime Runtime: Host pers. (FS) Many App

Clair N/A Runtime Runtime: Host pers. (FS) Container

KubeClarity SPDX & CDX & Syft’s format Runtime Runtime: Host pers. (FS) K8s clusters & CI/CD

Meta-dependencytrack CDX Runtime Runtime: Host pers. (FS) Meta-layer

Snyk SPDX & CDX Runtime Runtime: Host pers. (Pr) JSON, XML

Nmap SPDX & CDX Runtime Runtime: Network pers. ICS

CycloneDX Generator CDX Runtime Runtime: Network pers. Many App

JDisc Discovery SPDX Runtime Runtime: Network pers Many App

Abbreviations: FS (FileSystem), Pr (Process), NPM (Node Package Manager), VEX
(Vulnerability Exploitability eXchange), CI/CD (Continuous Integration/Continuous
Delivery), XML (eXtensible Markup Language), ICS (Industrial Control System)

Notably, “source” and “build” from CISA’s classification correspond to the
“source-code/build-time” category in our classification, while “deployed” and
“analyzed” in CISA are equivalent to the “build and post-build” category. The
“runtime” category in CISA aligns with either the Runtime: Host perspective
(whether Filesystem or Process level) or network perspective in our classification.
Some tools, like Covenant, fall into two categories according to CISA classifica-
tion, making it challenging to determine the exact type of SBOM they represent.
Furthermore, the table indicates the application for which each SBOM tool can
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be used. Most SBOM tools cover only one application, although a few of them
span across multiple applications.

Despite the availability of these tools, there are still gaps in the SBOM ecosys-
tem. Many essential features or tools are missing, hindering efforts to streamline
SBOM adoption and compliance. To illustrate, while existing tools offer capabil-
ities for generating SBOMs, there’s a lack of comprehensive solutions for man-
aging and integrating SBOMs seamlessly into DevOps and SecOps workflows.
Just as the “ps” command in Linux provides a powerful tool for viewing process
information, there’s a need for similarly robust and comprehensive tools in the
SBOM landscape to make the process of SBOM generation and utilization easier
and more compliant for organizations.

6 Conclusion

In this paper, we conducted a comprehensive review of the primary types of
SBOMs, along with their major formats, and explored cybersecurity tools suit-
able for generating various types and formats as demanded by DevSecOps and
compliance processes. Additionally, we highlighted the primary limitations inher-
ent in different SBOM types and tools, particularly in their ability to address
key DevSecOps and compliance scenarios. The insights presented herein aim to
contribute to the enhancement of existing tools and their effective utilization
within the realms of DevSecOps and compliance. Future work could focus on
increasing the interoperability between different SBOM formats to ensure seam-
less integration across various tools and platforms. Additionally, expanding the
coverage of SBOMs to include more detailed information about software depen-
dencies and vulnerabilities could further enhance their utility in cybersecurity
and compliance.
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